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David Degani
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Israel Institute of Technology,

Haifa, Israel 32000

Numerical Simulation of the
Effects of a Thermally Significant
Blood Vessel on Freezing by a
Circular Surface Cryosurgical
Probe Compared With
Experimental Data
The dynamic thermal interaction between a surface cryosurgical probe (heat sink) and an
embedded cylindrical tube (heat source), simulating a thermally-significant blood vessel,
has been studied. The cryoprobe was operated by liquid nitrogen while the embedded
tube was perfused by water at a constant inlet temperature. Previous experimental data
were obtained in a phase-changing medium (PCM) made of 30%/70% by volume mashed
potato flakes/distilled-water solution. A parametric study was conducted without the em-
bedded tube, and with flow rates of 30 ml/min and 100 ml/min in the tube, while cooling
rates at the tip of the cryoprobe were maintained at �4°C /min, �8°C /min, or
�12°C /min. Numerical thermal analysis was performed by ANSYS7.0 and showed good
conformity to the experimental data. The results quantify the effects of these parameters
on both the shape and extent of freezing obtained in the PCM. For 20 min of operation
of the cryoprobe, water temperatures inside the tube remained well above the freezing
point for all assumed operating conditions. Frozen volumes of the 0°C isotherm, ap-
proximating the “frozen front,” and the �40°C isotherm, representing the “lethal tem-
perature,” were smallest for the combination of highest cooling rate at the cryoprobe and
the highest flow rate in the tube, (�12°C /min and 100 ml/min). The results indicate that
both the flow rates in the embedded tube, and the cooling rates applied at the cryoprobe,
have similar qualitative effects on the size of the PCM frozen volumes; increasing either
one will cause these volumes to decrease. Under the conditions of this study the effects of
flow rate in the tube are more pronounced, however, effecting relative frozen volumes
decreases by about 10–20% while those of the cooling rate at the cryoprobe are in the
range of 7–14%. �DOI: 10.1115/1.3001035�
Introduction

The purpose of the cryosurgical treatment is to destroy as many
ells as possible inside a given tissue volume while causing mini-
al damage to the surrounding healthy cells. Cryosurgery is typi-

ally applied by cryoprobes, which are usually operated by liquid
itrogen, high pressure Argon gas, or by a closed-loop cooling
ycle. The cryoprobe may be needlelike when inserted into the
issue or flat-surface for the treatment of superficial tumors.

Despite the progress made by cryosurgery, it still lags behind
ther current surgical techniques used to treat malignant tissues.
he reason for this stems mainly from the inability of the proce-
ure to ensure complete eradication of the malignant tissue vol-
me. Many factors play roles in this uncertainty among which is
he presence of thermally-significant blood vessels in the vicinity
f the tumor. These vessels act as heat sources that compete with
he effects of heat extraction by the cryoprobe. Over the years,
umerous experimental �1–3� and analytical �4–10� studies have
een performed into cryosurgical applications. Trezek �11� and
ubinsky �12� provided state-of-the-art reviews of the subject.

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received May 30, 2008; final manuscript received
uly 29, 2008; published online March 20, 2009. Review conducted by Giulio Loren-

ini.

ournal of Heat Transfer Copyright © 20
Neither of these studies, however, had considered the effects of a
thermally-significant blood vessel on the temperature field, which
develops during cryosurgery. Several analytical and numerical so-
lutions of similar problems, i.e., freezing in the vicinity of a single
tube buried below a planar boundary from which freezing ini-
tiates, were attempted, e.g., Refs. �13–15�.

Zhang et al. �16� developed a 2D steady state model of a single
finite length large blood vessel embedded in the center of a cylin-
drical tissue region, which is being frozen on its curved surface.
They obtained an analytical solution to this unrealistic geometry
for biological tissues and calculated temperature distributions in
the tissue and the blood vessel. Also presented separately are the
results of an experimental study simulating the thermal effects of
two counter-current blood vessels embedded in a gel. A surface
contacting copper cylinder, precooled by LN2, was used to freeze
the test rig. Clinical type cryoprobes were not used nor were the
measured data correlated with model results. Deng and Liu
�17,18� developed a finite difference algorithm to study the effects
of a large blood vessel, simulated by a cylindrical duct in the
vicinity of an embedded cryoprobe �17�, on the transient tempera-
ture profiles during cryosurgery. Their results indicated that the
heat source, which is embodied by the cylindrical duct, may have
significant effects depending on cryoprobe configuration. In a sub-
sequent study �18�, more realistic vascular models were simulated
and the results showed that these models produced significant

temperature differences for the same cryoprobe configuration. Re-

MAY 2009, Vol. 131 / 051101-109 by ASME
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ently, Deng et al. �19� used infrared thermometry to study the
ffects of both a single embedded large blood vessel and a
ounter-current vessel pair on the temperature field produced by
n inserted 5 mm OD cryoprobe operating on LN2. Experiments
ere conducted both in vitro �gel� and in vivo �rabbit ear and

tomach�. Multiple infrared surface thermograms demonstrate the
ifferent temperature distribution patterns produced by various
ryoprobe positionings relative to the embedded blood vessels.
he authors conclude that the heating caused by warm blood
owing in the large vessels can produce steep temperature gradi-
nts in the tissue undergoing cooling, thereby preventing tissue
egions adjacent to them from being frozen.

Neither of these studies had addressed the application of a finite
urface cryoprobe from which the freezing front emanates, in con-
rast to the embedded needle-type cryoprobe. An experimental
tudy by Chayut and Shitzer �20� indicated significant thermal
ffects of the flow inside an embedded tube �heat source� that
imulated the blood vessel �an artery or a vein�, both on the shape
nd the extent of the frozen region produced by a surface cryo-
robe. Slowing down of the flow inside the heat source and the
ossibility of initiation of freezing inside it were also indicated
nder the conditions of that study. In a subsequent experimental
tudy, Massalha and Shitzer �21� investigated the effects of a
imulated thermally-significant blood vessel on the temperature
eld that developed in a phase-changing medium �PCM� due to

he application of a surface cryoprobe. This class of problems is
overned by a number of parameters including the number of
lood vessels, their dimensions, locations and orientations in the
CM relative to the cryoprobe, blood flow rate, type of blood
ow—pulsatile or steady—size and type of the surface cryoprobe,

ts operational mode, etc. Massalha and Shitzer �21� limited their
tudy to varying only the flow rate in the embedded tube while all
ther parameters were maintained constant.

The anatomical and physical complexities of the cryosurgical
rocess limit the applicability of an analytical approach for simu-
ating the problem. This suggests the application of a numerical
pproach. Numerous publications deal with cryosurgery-related
roblems by using finite-element techniques due to its ability to
eal with complex geometries, variable properties and boundary
onditions. Rubinsky and Cravalho �22� implemented a finite-
lement technique, which allows the application of an adaptive
rid for tracking the freezing front. Oung and Tamma �23� devel-
ped a one-dimensional finite-element model to deal with the
roblem of multiple-interface freezing fronts, which is based on
he enthalpy formulation for a fixed grid. The method is relatively
asy to implement because the location of the freezing front in
his formulation is not one of the variables. Bhattacharya et al.
24� developed a fixed grid finite-element approach for the gener-
lized phase-change problem for mushy regions, also based on the
nthalpy formulation.

The objective of the present study is to analyze numerically the
hermal interaction between a flat circular surface cryoprobe and a
issuelike medium inside which, close and parallel to the probe’s
urface, passes an embedded water-perfused tube, simulating a
lood vessel. Solutions of the transient temperature fields are ob-
ained using a commercial code �ANSYS7.0�, by coupling the solu-
ion of the energy equation for the tissuelike PCM and the equa-
ion governing the thermal field developing inside the embedded
ube, using the sequential weak coupling approach. The results for
he case without the embedded tube and for two different flow
ates in the tube, are compared with available experimental data
21� and show good conformity.

Experiments

2.1 Experimental Setup. A detailed description of the ex-
erimental setup is given by Massalha and Shitzer �21�. Only the
ssential details are repeated here.
The setup consisted of the following four subsystems.

51101-2 / Vol. 131, MAY 2009
2.1.1 Cryosurgical System. The system consisted of a liquid
nitrogen �LN2� storage Dewar, a flat, circular, surface cryoprobe
�brass, 15 mm in diameter� connected to a delivery tube, and a
PC-based control and data acquisition system. The cooling rate at
the tip of the cryoprobe was controlled by offsetting portions of
the cooling effect delivered by the LN2 to the tip of the cryoprobe
by means of an electrical resistance wire wound around the stem
of the cryoprobe �21�.

2.1.2 The PCM Test Section. The test section consisted of a
rectangular support frame, made of two Plexiglas plates, which
held both the embedded tube �the “heat source”� and the thermo-
couple wires. The embedded tube, simulating large blood vessels
in the human body, was made of a rigid acrylic circular tube
4.8/3.4 mm in diameter. The tube was perfused by water at a
constant inlet temperature. The test section was filled with the
PCM �30% mashed potato flakes and 70% distilled-water solution
by volume� and was placed in an inner cylindrical metal container,
which was fitted, flushed at the top, inside an insulated outer cy-
lindrical container. The free volume between the bottom and sides
of the two containers was used for circulating temperature-
controlled water to maintain a constant temperature at the outer
surfaces of the PCM contained inside the inner container.

2.1.3 The Water Circulating System. Constant temperature wa-
ter was supplied to the embedded tube and into the volume be-
tween the outer and inner containers. Water flow rate in the em-
bedded tube was continuously monitored by a turbine flow meter.

2.1.4 Temperature Measuring System and Test Procedure. A
total of 32 Teflon-coated chromel-alumel thermocouples �TCs�,
made of 0.4/0.25 mm wires, were used: 28 to monitor the tem-
peratures of the PCM and the remaining 4 to monitor the tempera-
tures of the water flowing through the embedded tube. The ther-
mocouple junctions were arranged in the PCM on a single plane
perpendicular to the embedded tube and coinciding with the cen-
terline of the cryoprobe �Section C, Fig. 1�. Placement was done
at alternate symmetrical lateral locations on a 5�5 mm2 grid to
minimize thermal perturbations, as shown in Fig. 2. The thermo-
couple wires were connected to a PC through a multiplexer and
were scanned every 10 s at a rate of 25 samples/s. In order to
obtain detailed temperature measurements in the PCM, while
minimizing the thermal perturbations caused by placing multiple
TCs, the following temperature measuring procedure was
adopted. Five temperature measurement sections, A–E, 7.5 mm
apart and perpendicular to the embedded tube, were specified
�Fig. 1�. In each subsequent test, which started with the PCM at
the same uniform initial temperature �21�, the cryoprobe was
placed alternately at one of the specified sections, with the TCs
always remaining in section C. This procedure allowed gathering
detailed temperature data from all five sections while minimizing

Fig. 1 Schematic of the experimental setup showing tempera-
ture measuring sections A–E
the thermal perturbation in the PCM.

Transactions of the ASME
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2.2 Experimental Procedure. Three series of freezing ex-
eriments were performed:

�1� without the embedded tube,
�2� with 30 ml/min water flow rate in the tube, and
�3� with 100 ml/min water flow rate in the tube

The three freezing experiments consisted each of five subex-
eriments with the cryoprobe positioned alternately at each of the
ve sections A–E, as noted in section �d� above. Prior to each
ubexperiment, test section temperatures were brought to the same
nitial level with standard deviations for all 28 thermocouples in
he range of �0.87– �1.03°C �21�. The −8°C /min cooling rate
t the tip of the cryoprobe was established initially for each ex-
eriment by monitoring the probe tip’s temperature variations.
reezing experiments lasted typically 20–22 min until the probe

emperature reached −160°C. In all cases, the cooling rate pro-
ided by the cryoprobe had been monitored continuously, as ex-
lained above.

Numerical Analysis
The heat transfer problem in the phase-changing medium is

overned by the heat equation expressed by the enthalpy formu-
ation

�H

�t
= � · �k � T� �1�

here t is the time, k is the thermal conductivity, T is the tem-
erature, and H is the volumetric enthalpy from

H =�
Tref

T

�cpdT �2�

he problem is solved in a parallelepiped domain �see Fig. 3
howing half the domain� subject to the following boundary and
nitial conditions �the vertex of the axes coinciding with the center
f the flat part of the cryoprobe and the y-axis pointing perpen-
icular to the cryoprobe�:

�T/�x = 0 at x = 0 �3�

T = const at x = 50 mm �4�

T = f�t� under the cryoprobe at y = 0 �5a�

�T/�y = 0 elsewhere at y = 0 �5b�

T = const at y = − 100 mm �6�

T = const at z = � 50 mm �7�
he continuity conditions on the tube surface,

ig. 2 Positioning of the thermocouple junctions on a 5
5 mm2 grid in the PCM at each measuring section A–E
Ttube surface = Tcontacting medium �8a�

ournal of Heat Transfer
Heat Fluxtube surface = Heat Fluxcontacting medium �8b�
The initial condition,

T = const at t = 0 �9�
Constant temperature conditions initially inside the solution do-
main �Eq. �9�� and on the sides and bottom surface of the paral-
lelepiped �Eqs. �4�, �6�, and �7��, were set at 34°C, consistent with
the conditions of the experimental phase �21�. Similarly, the upper
surface of the domain was assumed thermally insulated except for
the circular segment contacting the cryoprobe, where a time-
dependent temperature variation was imposed �Eq. �5a��, both ap-
plied in accordance with the experimental conditions �21�.

A finite-element Galerkin method coupled with Newton–
Raphson time step iterations was applied by ANSYS7.0 to solve the
heat transfer problem. This package handles the phase-change
problem by an enthalpy formulation �25�. Thermophysical prop-
erties of the PCM �30%/70% by volume mashed potato flakes—
distilled-water solution� are listed in Table 1. The thermal conduc-
tivity, density, and specific heat are each assumed to have constant
but different values in the two phases. Linear variation between
these values was assumed in the phase-change temperature range
�26�. The solution domain, which simulated the experimental sys-
tem, is shown in Fig. 3. The outer dimensions of this domain were

Fig. 3 Schematic of the numerical solution domain

Table 1 Thermophysical properties of the PCM „30%/70%
mashed potatoes flakes—distilled water solution… applied in
the numerical solution

Property Value

Thermal conductivity of the unfrozen phase 0.561 W /m K
Thermal conductivity of the frozen phase 1.95 W /m K
Thermal conductivity of the tube wall 0.33 W /m K
Density of the unfrozen phase 1124 kg /m3

Density of the frozen phase 1046 kg /m3

Density of the tube wall 960 kg /m3

Density of the fluid �water� in the tube 997 kg /m3

Specific heat of the unfrozen phase 3.4 MJ /kg K
Specific heat of the frozen phase 1.88 MJ /kg K
Specific heat of the tube wall 2.26 MJ /kg K
Specific heat of the fluid �water� in the tube 4.0 MJ /kg K
Phase change temperature range −1–−8°C
Latent heat of solidification 233 MJ /m3 K
MAY 2009, Vol. 131 / 051101-3
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stablished by numerical trials to ensure the satisfaction of the
oundary conditions.

The entire solution domain was divided into two regions: one
ontaining the PCM, which was further divided into two subre-
ions for improving the accuracy in the vicinity of the cryoprobe
Fig. 3�, and the other containing the embedded tube �the fluid
egion�. At the interface between the fluid and PCM regions, tem-
erature and heat flux continuity conditions were imposed. A fully
eveloped laminar flow profile was assumed in the embedded tube
Re�820�. The solution of problems in which the two different
egions interact thermally is handled in ANSYS by a “sequential
eak coupling” algorithm. Accordingly, solutions are obtained

eparately for the energy equations in the PCM and in the fluid.
emperature and heat flux boundary conditions are imposed at the
oundary between the PCM and the fluid regions at each time
tep. Iterations continue until the matching conditions satisfy an
ssumed convergence criterion, for each time step.

Results and Discussion
Results are presented by two sets of figures. Figures 4 and 5

ompare measured and calculated temperatures in the PCM while
igs. 6–12 present calculated effects of various operating param-
ters on temperature fields, both in the PCM and in the embedded
ube.

Figure 4 compares isothermal contours obtained without the
mbedded tube in three sections—A, B, and C—in the PCM.
emperature distributions in the remaining two sections, D and E,
ere close to those in sections B and A, respectively, due to sym-
etry and are therefore omitted from the presentation. The data

hown were obtained after 20 min of operation and cryoprobe
ooling rate of −8°C /min. These operating conditions were re-
eated in all subsequent experiments with the embedded tube.
easured data were interpolated to produce isothermal contours,

s described by Massalha and Shitzer �21�. In the center section C,
oinciding with the cryoprobe centerline, both measured and cal-

ig. 4 Comparison of measured and computed isotherms in th
ooling rate: −8°C/min.
ulated lower isotherms are rather flat and ellipsoidal-like. This is

51101-4 / Vol. 131, MAY 2009
due to the shape of the cryoprobe at this section, which is pro-
jected like a 15 mm wide strip. Higher isotherms, located at in-
creasing distances from the cryoprobe, assume more circularlike
shapes. Similar results are observed at section B, which is situated
at the edge of the cryoprobe, 7.5 mm from the center. At section
A, located outside the contact area with the cryoprobe, 15 mm
from its center, isothermal contours shown are all circularlike with
much higher temperatures, as is to be expected. The degree of
conformity of the measured and calculated results is variable
among the sections. The closest conformity is obtained in the
center section C and the least in the farthest section A. This may
be due to measurement inaccuracies, the interpolation method
used, the assumption of perfect thermal insulation at the surface of
the PCM, and the certain differences in initial conditions in all
five subexperiments.

Figure 5 compares results obtained in all five sections, A–E,
with the inclusion of the embedded tube. Water flow rate in the
tube was the highest employed: 100 ml/min. In this figure, the
presence of the embedded tube is quite pronounced and distorts
the shape of the isothermal contours. The most distortions by the
tube are in its immediate vicinity, as is to be expected. Conformity
of measured and calculated results is quite good with some devia-
tions observed in the farthest downstream location, section E. Ef-
fects of flow direction in the embedded tube are manifested by
comparing the symmetrically located upstream sections A and B
with those of their respective downstream locations E and D. Ad-
ditional experimental results are presented in Ref. �21�.

As noted above, the following Figs. 6–12, present only calcu-
lated effects of various operating parameters on temperatures, all
shown for cases that included the embedded tube. Figure 6 shows
the advancement of two isothermal contours: −40°C and 0°C at
section C for a 100 ml/min flow rate in the tube and different
times of operation. These isotherms were chosen since the former
is assumed to represent the “lethal” temperature for cryosurgery of
the prostate �27� while the latter closely simulates the boundary of
the frozen region. In this, and the subsequent two figures, a some-

CM after 20 min of operation without the embedded tube. Probe
e P
what larger concentric circle is drawn around the embedded tube
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o which all isotherms are drawn. Details of the temperature dis-
ributions in the region between these two circles, in the tube wall,
nd inside it, are shown in Fig. 9. As seen in Fig. 6, the effects of
he embedded tube, which acts as a heat source, are quite pro-
ounced in its immediate vicinity, as is to be expected. In fact, the

ig. 5 Measured and computed isotherms in sections A–E in
mbedded tube flow rate: 100 ml/min.

Fig. 6 Computed advancements of
section C for embedded tube flow r

−8°C/min.

ournal of Heat Transfer
fronts of both isotherms do not completely detach from the sur-
face of the embedded tube in times shorter than 20 min. A yet
unfrozen area is observed above the tube for the duration of op-
eration.

Figure 7 compares the effects of flow direction of the warm

PCM after 20 min of operation. Probe cooling rate: −8°C/min.

0°C and −40°C isothermal fronts at
of 100 ml/min. Probe cooling rate:
the
the
ate
MAY 2009, Vol. 131 / 051101-5
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ater in the embedded tube, simulating blood flow on the sym-
etrically located sections B �upstream� and D �downstream�. The

ffects of the somewhat warmer fluid at the upstream section B

Fig. 7 Computed comparison of thr
stream… and D „downstream… after 20
−8°C/min. Embedded tube flow rate

Fig. 8 Computed effects of embedd
location at section C after 20 m
−8°C/min.

Fig. 9 Computed effects of flow rates in the embedded tube

PCM at section C after 20 min of operation. Probe cooling rate: −

51101-6 / Vol. 131, MAY 2009
are manifested in the retardation of the advancements of all three
shown isotherms. This effect is relaxed somewhat as the fluid
arrives at section D, after having lost heat due to its interaction

isothermal fronts in sections B „up-
in of operation. Probe cooling rate:
0 ml/min.

tube flow rates on isothermal fronts
of operation. Probe cooling rate:

the temperature field inside the tube and its wall and in the
ee
m

: 10
ed
in
on

8°C/min; temperatures in degrees centigrade.
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Probe cooling rate: −8°C/min.
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−40°C isotherms. Final probe temperat

Journal of Heat Transfer
with the colder PCM. Also seen is the attenuation of this effect
with respect to the 0°C isotherm in the areas close to the side of
the tube farthest from the cryoprobe where the fluid temperatures
are highest. The advancement of the lower isotherms shown is
noticeably different in the area between the cryoprobe and the
tube. This is primarily due to the thermal competition between the
heat sink �cryoprobe� and the heat source �tube�.

Figures 8–10 show the effects of fluid flow rate in the embed-
ded tube, after 20 min of operation, on temperatures in the PCM,
in the tube’s wall, and in the flowing water. Figure 8 shows the
location of a number of isotherms in section C. As a general rule,
all isotherms develop farther in the PCM, the lower is the flow
rate in the tube. For the conditions shown, a separation of the 0°C
isotherm is observed adjacent to the area of the tube farthest from
the cryoprobe, for the higher flow rate in the tube. This observa-
tion is highlighted in Fig. 9. A similar separation was reported by
Massalha and Shitzer �21�.

Figure 9, showing the effects of water flow rates, focuses on the
temperatures of the water inside the tube, in the tube’s wall and in
the adjacent PCM. In the area inside the tube closest to the cryo-
probe, isothermal contours appear similar for both flow rates, in-
dicating the dominance of the cryoprobe in this area. Outside the

n the axial temperature variations along the tube centerline.

s in the embedded tube and probe
volumes enclosed by the 0°C and
Fig. 10 Computed effects of flow rates in the embedded tube o
ig. 11 Computed evolution of the volumes enclosed by 0°C
nd −40°C isotherms for three different probe cooling rates
ithout the embedded tube. Final probe temperature: −142°C.
Fig. 12 Computed effects of flow rate
cooling rates on the evolution of the
ure: −142°C.

MAY 2009, Vol. 131 / 051101-7
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ube, however, the effects of the flow rate are expressed clearly.
ne effect is the upwards “bending” of the −80°C isotherm by

he higher flow rate �100 ml/min� compared with the downwards
ending by the lower flow rate. The other noticeable difference is
ith regard to the 0°C isotherms. Inside the tube’s wall and

loser to the cryoprobe, these isotherms appear rather similar for
oth flow rates. Deviations appear in areas farther away from the
ryoprobe. For the lower flow rate �30 ml/min�, this isotherm had
lready moved sideways from the apex of the tube while it still
nclosed a triangularlike area in this region for the higher flow
ate, as was noted above.

These effects are further demonstrated in Fig. 10, showing the
xial temperature distributions at the centerline of the tube. The
ffects of the different flow rates are quite noticeable in the down-
tream areas with water temperatures almost regaining their initial
evels for the higher flow rate, for all times shown. Temperature
ifferences of up to about 3°C develop over time at these down-
tream areas for the lower flow rate. A similar qualitative result
as reported by Massalha and Shitzer �21�. Table 2 lists minimal

emperatures calculated for the water in the embedded tube for the
wo studied flow rates and for the various cooling rates studied at
he cryoprobe. Temperatures differed by up to 2°C due to the
igher flow rate compared with those of the lower flow rate.
hile these minimal temperatures are well above the freezing

oint of the fluid, under different flow conditions, freezing inside
he tube may also occur �20�.

To further quantify the effects of the different cryoprobe cool-
ng rates and water flow rates, calculated frozen volumes enclosed
y several isothermal surfaces are presented in Figs. 11 and 12.
esults are shown for an identical final cryoprobe temperature of
142°C �=34°C minus �8°C /min�22 min��, which dictated dif-

erent operation times �see Table 2� for the different cooling rates
tudied. Figure 11 compares the volumes enclosed by the lethal
emperature, −40°C, and by the “frozen front” temperature 0°C
or the case without the embedded tube, and for three different
ooling rates: −4°C /min, −8°C /min, and −12°C /min. It is seen
hat the initiation of each of these volumes is delayed, by as much
s about 10 min for the lethal temperature at the slowest cooling
ate. Final volumes attained in all the cases, for both shown iso-
herms are very close although cooling durations were different to
chieve an identical final temperature at the cryoprobe. This sug-
ests that the advancement of isothermal fronts in an infinite me-
ium, due to the local application of a circular surface cryoprobe,
s strongly dominated by the product of cooling rate and the time
f application.

able 2 Minimal calculated fluid temperatures „°C… inside the
mbedded tube

Cooling rate −4°C /min −8°C /min −12°C /min
low rate

0 ml/min 14.16 14.93 16.22
00 ml/min 15.92 16.82 18.46
uration of operation, s 2640 1320 880

Table 3 Frozen volumes „cm3
… enclosed by t

ous flow rates in the embedded tube and c
temperature: −142°C.

Cryoprobe cooling rate −4°C /min
Isotherm 0°C −40

Flow rate
No flow 22.0 3.

30 ml/min 19.8 2.
100 ml/min 17.9 2.
51101-8 / Vol. 131, MAY 2009
Qualitatively similar results are observed in Fig. 12 for the
same two isothermally enclosed volumes, with the inclusion of the
embedded tube. Differences in the final volumes attained for the
same cooling rate are mainly due to the heating effects of the flow
rates in the tube with the higher flow rate delaying the advance-
ment over that of the lower, as is to be expected.

Table 3 summarizes these results for all cases considered. For
both isothermal surfaces shown, 0°C and −40°C, the smallest
enclosed volumes are those for the highest cooling rate at the
cryoprobe �−12°C /min�, which is applied for the shortest dura-
tion as explained above, coupled with the highest flow rate in the
tube. For this combination of operating parameters, volumes are
smaller by 20.4% and 21.4% for these two isotherms, respec-
tively, as compared with the case without the embedded tube.
For the case without the tube, volumes enclosed by the 0°C
and −40°C isotherms are smaller by 13.2% and 12.5%, respec-
tively, for the highest cooling rate in comparison to the lowest
�−4°C /min�. At the intermediate cooling rate of −8°C /min and
the highest flow rate of 100 ml/min, these differences are consid-
erably higher at 18.9% and 17.2%, respectively.

5 Conclusion
This study considers the combined effects of a surface cryo-

probe, operated by liquid nitrogen, and a thermally-significant
blood vessel, embodied by an embedded tube positioned in the
PCM in the vicinity of the cryoprobe. Data were collected in a
series of previous experiments conducted in a PCM made of 30%/
70% solution of mashed potato flakes and distilled-water.
An interactive numerical solution of the dynamic temperature
fields in the PCM and in the embedded tube was developed using
ANSYS7.0. The predicted results compared well with the experi-
mental data of a previous study �21� and facilitated a parametric
study of two operating parameters: cooling rates applied at the
probe �−4°C /min, −8°C /min, and −12°C /min� and flow rates in
the embedded tube �without the tube, 30 ml/min and 100 ml/min�.
The results demonstrate that, for an identical final temperature at
the tip of the cryoprobe and the resulting different application
times, both the flow rates in the embedded tube and the cooling
rates applied at the cryoprobe have similar qualitative effects on
the size of the PCM frozen volumes; increasing either one will
cause these volumes to decrease. The effects of flow rate in the
tube are more pronounced, however, effecting relative frozen vol-
umes decreases by about 10–20% while those of the cooling rate
at the cryoprobe are in the range of 7–14%. For the case without
the tube, volumes enclosed by the 0°C and −40°C isotherms
were smaller by 13.2% and 12.5%, respectively, for the highest
cooling rate compared with the lowest �−12°C /min versus
−4°C /min�. At the intermediate cooling rate of −8°C /min, vol-
umes enclosed by these isotherms are considerably higher at
18.9% and 17.2%, respectively, when compared with the case
without the tube.

Results of this study should be useful during the planning
stages of cryosurgical procedures, which are to be applied in the
vicinity of thermally-significant blood vessels.

0°C and −40°C isothermal surfaces for vari-
ing rates at the cryoprobe. Final cryoprobe

−8°C /min −12°C /min
0°C −40°C 0°C −40°C

20.6 2.9 19.1 2.8
18.4 2.8 16.6 2.5
16.7 2.4 15.2 2.2
he
ool

°C

2
9
6
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A Hybrid Large Eddy
Simulation/Filtered Mass Density
Function for the Calculation of
Strongly Radiating Turbulent
Flames
Due to the complex nonlinear coupling of turbulent flow, finite-rate combustion chemistry
and thermal radiation from combustion products and soot, modeling, and/or simulation
of practical combustors, or even laboratory flames undergoing strong soot formation,
remain elusive. Methods based on the determination of the probability density function of
the joint thermochemical scalar variables offer a promising approach for handling
turbulence-chemistry-radiation interactions in flames. Over the past decade, the devel-
opment and application of the filtered mass density function (FMDF) approach in the
context of large eddy simulations (LES) of turbulent flames have gained considerable
ground. The work described here represents the first application of the LES/FMDF ap-
proach to flames involving soot formation and luminous radiation. The initial focus here
is on the use of a flamelet soot model in an idealized strongly radiating turbulent jet
flame, which serves to detail the formulation, highlight the importance of turbulence-
radiation interactions, and pave the way for the inclusion of a soot transport and finite-
rate kinetics model allowing for quantitative comparisons to laboratory scale sooting
flames in the near future. �DOI: 10.1115/1.3082405�

Keywords: LES, FMDF method, soot, turbulence-radiation interactions
Introduction
It is well known that flame-generated soot particles consider-

bly enhance radiative heat losses, reducing thermal efficiencies
f many power systems, such as gas turbines and diesel engines
1�, and furthermore lead to air pollution �2�. This emphasizes the
eed for innovative approaches, both experimental �e.g., Ref. �3��
nd computational �e.g., Ref. �4��, to aid in the design of cleaner
ombustors that can satisfy stricter emission standards for particu-
ates such as soot.

The treatment of the associated luminous thermal radiation and
urbulence-radiation interactions �TRI� is one of the main chal-
enges with regard to strongly radiating flames. Joint composition
robability density function �PDF� method �5�, offers an attractive
eans of handling nonlinear turbulent thermochemical interac-

ions. For example, in the joint scalar PDF transport equation
ethod the chemical source term appears in closed form, since it

s a function of the thermochemical composition, which is an
ndependent variable. This feature of the joint scalar PDF method
arries over to other aspects of combustion physics, including soot
hemistry and radiation, providing a means of accounting for the
ffects of turbulent fluctuations on these processes.

Background
Monte Carlo based PDF methods �5� have gained in popularity

n past years, in particular with regard to Reynolds-averaged
avier–Stokes �RANS� predictions of nonequilibrium turbulent
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flame phenomena such as extinction/reignition dynamics �6,7�.
The main challenge there is related to the development of consis-
tent and robust mixing models and their influence on the predic-
tions �8,6�.

Several RANS studies focusing on TRI have been performed
earlier �9–11�. These studies employed either the joint velocity-
composition PDF or a joint composition PDF to conclude that the
inclusion of the absorption coefficient-temperature correlation
alone may increase radiative heat flux by a significant amount
��45%�. Analogous PDF transport techniques have been devel-
oped for large eddy simulation �LES� only recently. In the context
of LES, the solution of the filtered mass density function �FMDF�
transport equation by stochastic Monte Carlo simulation as a sub-
grid scale �SGS� modeling approach was formulated for turbulent
reacting flows by Jaberi et al. �12�, and has since been used for
turbulent flames in the absence of radiation �13,14�. With respect
to any radiative transfer calculation �thermal radiation from gas or
soot�, to the author’s knowledge, this is the first study that applies
a Monte Carlo PDF model in the context of LES to strongly
radiating turbulent flames.

To reduce the computational effort, a simplified soot model
based on a flamelet state relationship is employed. Such a rela-
tionship assumes the soot volume fraction to be perfectly corre-
lated with mixture fraction. Although there is some experimental
evidence to support this view �15�, the soot concentration is not
simply related to mixture fraction, since the soot chemistry is
comparatively slow and its diffusive transport is negligible. The
focus of the current study is, however, to demonstrate the effec-
tiveness of the FMDF method in accurately treating SGS TRI and
it is assumed that observations and conclusions related to TRI

effects are unlikely to change even with a detailed soot model.

MAY 2009, Vol. 131 / 051201-109 by ASME
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Formulation

3.1 LES Model. The filtered Navier–Stokes equations are
iven by

����l

�t
+

����l�ui�L

�xi
= 0 �1�

����l�uj�L

�t
+

����l�ui�L�uj�L

�xi
= −

��p�l

�xj
+

���ij�l

�xi
−

��uiuj

�xi
�2�

here �, ui, and p are the mixture density, mixture velocity, and
ressure, respectively. In the above equations �. . .�l is obtained by
pplying a high-pass scale filter that happens to be the grid itself
16�, while �. . .�L is a density-weighted, or Favre-filtered, quantity
hat can be defined from this grid filter function as �f�x , t��L

��f�l / ���l.
The filtered viscous stress tensor, ��ij�l, is approximated in

erms of resolved filtered quantities, and the SGS stress tensor,
�uiuj

�, is closed in this study using a version of the Lagrangian
ynamic SGS model of Meneveau et al. �17�. This model is based
n the Smagorinsky eddy-viscosity model, and the model coeffi-
ient in the eddy-viscosity determination is evaluated dynamically
as a function of time and space� so that it adjusts to the local
owfield conditions, following the Lagrangian dynamic Smagor-

nsky approach of Germano et al. �18�. More details can be found
n Refs. �17–19�.

Spatial derivatives appearing in the closed Favre-filtered equa-
ions are discretized using a sixth-order compact finite difference
cheme �20�. The two grid points nearest to the boundaries of the
omputational domain employ a fifth-order explicit scheme that
as been tuned for stability when combined with our choice of
ixth-order compact interior scheme �21�. In addition, a sixth-
rder compact pentadiagonal low-pass filter is applied to the en-
ire solution at each time step to remove this destabilizing high-
avenumber noise �20�. With regard to time advancement, the

emidiscrete system, representing the modeled LES transport
quations, is advanced from time level n to time level n+1 using
he standard fourth-order Runge–Kutta method �22�.

Physical boundary conditions are implemented using the
haracteristic-based approach of Poinsot and Lele �23� for com-
ressible viscous flows, modified for multicomponent reacting
hemical species �24�. The jet flames are simulated in a rectangu-
ar adiabatic free-slip duct. The sidewalls only provide weak con-
nement to the flow, since they are chosen far enough from the jet

o minimize direct interaction �25�. The downstream boundary is
reated as a subsonic outflow. Details related to the implementa-
ion of these boundary conditions can also be found in Ref. �19�.

3.2 FMDF Solver

3.2.1 FMDF Transport Equation. The FMDF can be defined
s

FL��;x,t� � �
−�

+�

��x�,t����,��x�,t��G�x� − x�dx� �3�

here ��x , t� is the vector of thermochemical variables, and � is
he corresponding sample space. The term ��� ,��x� , t�� is called
he fine-grained density, defined as �5�

���,��x�,t�� = ��� − ��x,t�� � 	
�=1

M+1

���� − 	��x,t�� �4�

here � is the delta function. The fine-grained density has the
hysical interpretation of the joint PDF of a single realization of a
easurement. Equation �3� thus represents the density-weighted
patially-filtered probability density of all possible measurements
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of subgrid composition at location x and time t.
An exact transport equation for the FMDF can be derived di-

rectly from the instantaneous scalar transport equation yielding

�FL��;x,t�
�t

+
���ui�x,t�
��lFL��;x,t��

�xi

=
�

���
�� 1

�̂���
�Ji

�

�xi

�

l

FL��;x,t�� −
��S����FL��;x,t��

���

�5�

where �=1,2 , . . . ,M corresponds to each of the M chemical spe-
cies, and �=M +1 represents the total enthalpy. The scalar flux
vector is thus

Ji
� = − 
�

�	�

�xi
�6�

with 
� equal to either �D� for chemical species transport or ��s
for enthalpy transport, where D� is the molecular diffusivity for
species, � and �s is the thermal diffusivity with each functions of
temperature and species composition. The source term S� in the
above equation is equal to the mass fraction source term S	�

for
�=1,2 , . . . ,M or Srad for �=M +1.

The convective term �second term in the left hand side �LHS�
of Eq. �5�� is modeled in a manner consistent that is conceptually
analogous to the gradient transport hypothesis defined above. The
conditionally-filtered term �first term in the right hand side �RHS�
of Eq. �5�� represents the SGS molecular mixing rate, which is
much more sensitive to model choices than the convection term
and employs the use of the so-called mixing model �8� �also see
Sec. 3.2.3�.

3.2.2 Monte Carlo Solution of FMDF. Due to the high dimen-
sionality of the FMDF equation, the computational cost of nu-
merically solving it using traditional finite difference techniques
makes their use impractical. Instead, through the use of Itô calcu-
lus, Eq. �5� may be transformed from its deterministic form into a
system of stochastic differential equations �SDEs� �5,12�, which
govern the evolution of a large sample of these Monte Carlo par-
ticles having a probability distribution identical to the original
FMDF.

In a simulation, for a small ensemble volume �V with Np num-
ber of particles within, any Favre-filtered variable can be approxi-
mated through the FMDF as

�Q�F �
�n=1

Np w�n�Q���n��

�n=1

Np w�n�
�7�

where w�n� is a weighting factor assigned to each particle. These
approximations approach exact equations, as the averaging vol-
umes approach zero and the number of particles in each volume
approaches infinity. For the present work, the averaging volume is
taken to be the finite difference grid cell volume.

Statistical noise in the filtered temperature field can lead to
oscillations in the filtered pressure calculated with the equation of
state. Since derivatives of the pressure are used in the finite dif-
ference solver, this can destabilize the numerical solution �12�. As
an alternative coupling technique �26,14�, a redundant equation
for sensible enthalpy is carried along with continuity and momen-
tum equations in the finite difference solver. The filtered source
term in this equation can be directly calculated from the reaction
rates obtained through integration of the particle scalars with.

3.2.3 Molecular Mixing Model: Interaction by Exchange With
the Mean. The mixing model employed here is interaction by
exchange with the mean �IEM� �27�, whose particle method

implementation takes the following form:

Transactions of the ASME
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	�
+�t0 + �t� = 	�

+�t0� − �1 − e−C��t/�m��	�
+�t0� − �	��L� �8�

here �	��L is the local mean scalar value interpolated to the
article position, and the subgrid molecular mixing time scale is

m= �
+
t� / ����l�G
2 �, with C� being a free model parameter that

s nominally set to a value of 4 for the present work �12�. With the
se of the flamelet soot model here, soot is assumed to be a
unction of the mixture fraction and hence assumed to be in the
as phase. With this assumption in place, the use of a mixing
odel, such as the IEM �or modified curl �MC� or Euclidean
inimum spanning tree �EMST��, that is entirely tuned for gas-

hase diffusion processes to model the diffusive transport of soot,
eems appropriate.

3.3 Soot Model. There are various soot models, from empiri-
al to detailed ones, available in the literature �28�. However, a
ull 3D reacting flow computation involving a detailed soot model
long with a detailed representation of the associated radiative
oss is computationally very expensive. So in order to reduce
omputational effort, a simplified soot model based on a soot-state
elationship was employed. The relation is given by fv= f��,
here fv is the soot volume fraction and  is the mixture fraction.
he functional relationship for an acetylene flame �29� is given in
ig. 1.

3.4 Radiation Closure Model. Assuming wavelength inde-
endence �gray approximation� and negligible scattering, the ra-
iative source term can be written as

Srad = − � · qR = ���
4�

Id� − 4�Ib� �9�

ith the corresponding filtered form of the radiative source term is
iven by

�Srad�F = − � · �q�F
R =�

4�

��I�Ld� − 4���Ib�F �10�

here qR denotes the radiative flux, I is the intensity, Ib is the
lack-body intensity or Planck function, � denotes solid angle,
nd � is the spectrally averaged absorption coefficient. The con-
ribution due to radiation from the gas-phase species is also as-
umed to be negligible compared with that from soot, in which
ase the absorption coefficient is given by the relation �30�, �
3.83fvC0T /C2, where C2 is chosen to be 0.014388 m K and C0

s chosen to be 7 �31,30�. Furthermore, the Planck function, Ib is

ig. 1 The soot-state relationship showing soot volume frac-
ion in ppm as a function of mixture fraction, �
iven the black-body emission function

ournal of Heat Transfer
Ib =
�T4

�
�11�

where � is the Stefan–Boltzmann coefficient given by 5.67
�10−8 J /m2 K4 s. With scattering from the radiative medium as-
sumed to be negligible, the radiative intensity is governed by the
radiative transfer equation �RTE� for an absorbing-emitting me-
dium, a presentation of which is provided next.

The mathematical form of the RTE that is solved in the LES
formulation here is the filtered RTE �FRTE� and is given by

d�I�L

ds
= �− �I�L + ��Ib�F �12�

The filter in the above equation is implicit, as the LES grid itself
acts as a filter and no explicit filter is applied to the RTE. The
discrete ordinates method �DOM� is the method chosen here to
solve the filtered RTE. A new parallelizing technique for the
implementation of the DOM in 3D turbulent reacting flows was
formulated and tested in one of our recent articles �32� to permit
more efficient radiation calculations. The filtered form of the
volume-averaged intensity, IP,r, is given by

�IP,r�L =
��V
Ib,r�F + 
r
Ax�Ixi,r

�L + 
�r
Ay�Iyi,r
�L + 
�r
Az�Izi,r

�L

���LV
 + 
r
Ax + 
�r
Ay + 
�r
Az

�13�

where V is the control volume, r, �r, and �r are the direction
cosines of direction r. The subscripts x, y, and z are used to denote
face-averaged values, while the subscript i stands for radiation
intensities entering the control volume, and Ax, Ay, and Az are face
areas whose normals are in the x, y, and z directions. The param-
eter 
 relates the incoming and outgoing radiation intensities to
the volume-averaged intensity �equations found in Ref. �30�� and
is assigned a value of 1, which corresponds to a step scheme or an
upwind scheme. Two nondimensional parameters are introduced
through the nondimensionalization of the RTE, and they are the
Boltzmann number given by Bo=�oUoCp,o /�To

3 and a nondimen-
sional absorption coefficient given by Kab=LoTo3.83Co /C2. To
=298.15 K is the reference temperature, Uo is the reference ve-
locity, given by Uo=Uj −Uc, and Lo is the reference length scale
chosen to be D.

4 Physical Problem Description
The problem under consideration in this study consists of a

turbulent jet of pure fuel injected at a velocity of Uj =20 m /s into
a coflow of air at velocity Uc=4 m /s, both being at reference
temperature, To. For all the simulations conducted here, the Re of
the cold jet is 5000, based on the central fuel jet diameter and
velocity.

Idealized chemistry is employed here, where the fuel, oxidizer,
and product species are related through the single-step irreversible
reaction F+rOx→ �1+r�P, where r is the mass stoichiometric
oxidizer/fuel ratio. An Arrhenius-type reaction is assumed, and
two controlling nondimensional parameters are revealed from the
nondimensionalization of the reaction rate expressions—the
Damköhler number, Da= �Af�oLo� / �UoWOx� and the Zeldovich
number, Ze=EA /RTo.

Since acetylene flames are known to produce large amounts of
soot, the idealized chemistry employed here is one that mimics a
one-step acetylene-air chemical mechanism, and the value of r is
thus chosen to be 13.2, based on the stoichiometric value of a
single-step acetylene-air chemical mechanism. The Da, Ze, and
Ce values are chosen to be 10, 5, and 5, respectively, with the
definitions of these parameters described above. The first set of
studies analyzes the importance of the consideration of radiation
in calculations of heavily sooting flames by comparing the follow-
ing cases: �1� without radiation, �2� with an approximate optically

thin model that neglects self-absorption, and �3� with the discrete

MAY 2009, Vol. 131 / 051201-3
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rdinates method. These cases will be referred to as the WORAD,
TM, and DOM cases, respectively. The second set of studies

ssess SGS turbulence-radiation interactions or TRI in such
ames with radiation being closed by the DOM. Comparisons are
ade between two cases, where the Planck function in the radia-

ion source term is estimated from fine-grained quantities and
rom mean quantities and are referred to as the “DOM with TRI”
nd “DOM without TRI” cases, respectively. Also for all these
ases, Bo is set to 2000 and Kab is set to 10,000.

Subgrid Scale Turbulence-Radiation Interactions
In LES, with filter-scale TRI being treated accurately, on a SGS

evel, due to the strongly nonlinear dependence of radiative prop-
rties on temperature and species concentrations, ���T ,	��I�L

oes not equal ���T ,	���L�I�L and ���T ,	��Ib�F does not equal
��T ,	���F�Ib�F in Eq. �12�, making these two terms unclosed. In
he context of LES/FMDF, all statistics of composition variables
ncluding species and temperature are known at every instant,
hich helps in closing ���T ,	��Ib�F. Closure of the term,

��T ,	��I�L, requires on the other hand complete information of
he statistics among the intensity variables, which of course is
navailable with the DOM, since the RTE that is solved is in
ltered form. However, one of the most common approximations
ade in open literature on TRI is the optically thin eddy approxi-
ation, as described by Kabashnikov and Myasnikova �33�, and

ater arguments supporting this were also put forth by Song and
iskanta �34�. The rationale behind this assumption is that the

nstantaneous local intensity at a point is formed over a path tra-
ersing several turbulent eddies, i.e., ���T ,	��I�L

���T ,	���L�I�L or with the use of the FMDF model here
��T ,	��I�L= ���T ,	���F�I�L.

Fig. 2 Theoretical „a… speedup and „b… parallel e

Fig. 3 Assessment of consistency in the time-averaged
three different radial locations „columns 2–4… from calcu
and dash-dot: Š�‹ .
L,t

51201-4 / Vol. 131, MAY 2009
6 Results and Discussion
This section presents results from LES/FMDF simulations of

heavily sooting turbulent flames and the objective is to assess the
importance of SGS TRI in such flames. All the computations pre-
sented here use a domain of size 40�8�8 with a grid of 180
�70�70 where the above domain size values are nondimen-
sional. The number of particles in the smallest cell of the domain
was chosen in all these cases as 25.

For the purpose of a scaling analysis, Fig. 2 illustrates the par-
allel speedup, Sp=Tserial /Tparallel, and the parallel efficiency, Ep
=Sp / p, for two architectures—a research cluster of dual AMD
Athlon MP 2200+machines with gigabit Ethernet interconnects
and the SGI Altix 3700, which serves as an example of a high-end
supercomputer. Network and CPU performances for the Athlon
cluster are based on actual measurements, while those for the
Altix 3700 are estimated from available marketing information
and relative SPECfp2000 performance benchmarks for the two
architectures. The LES/FMDF code exhibits nearly linear speedup
due to the large quantity of calculations required for the FMDF
model, essentially indicating that this code is more CPU-bound
than network-bound.

The computations were performed on our in-house research
cluster, the Athlon MP 2200+ and the Xeon Linux “tungsten”
cluster at National Center for Supercomputing Applications
�NCSA�. Typical calculations on the Xeon cluster were conducted
on 64 processors, and the total simulation execution time was 59
wall clock h for 100 nondimensional time units, of which 35%
accounts for the communication time. Each nondimensional time
unit here is given by t�= tLo / �Uj −Uc�. The time for cases with
radiation using DOM consumed an additional 50% of wall clock h
on 64 processors.

iency for an LES using the FMDF closure model

tered density profiles at centerline-axial „column 1… and
ions of the DOM case. Lines: solid: Š�‹L, dashed: Š�‹L,w,
fil
lat
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Fig. 4 Instantaneous cross section through the jet centerline of the nondi-
mensional temperature from LES/FMDF computations of the three cases—

WORAD „left…, OTM „middle…, and DOM „right…
Fig. 5 Axial „column 1… and radial profiles „columns 2–4… of mean filtered nondimensional velocities, nondimen-
sional temperatures, and mixture fraction along with its rms from LES/FMDF computations of the three cases—

WORAD „solid lines…, OTM „dashed lines…, and DOM „dash-dot lines…
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6.1 Consistency of the Feedback System. In the current
mplementation, density can be evaluated using three redundant
ensities. First, there is a filtered density that is associated with
he finite difference solver that is obtained from the continuity
quation—���L. Second, a filtered value of the density can be
alculated from the weights through the relation

���L,w �
�m

�V �
n=1

Np

w�n� �14�

hird, a fine-grained density can be calculated from the thermo-
hemical state of a particle using the ideal gas law and can then be
sed to find a filtered density based on thermochemical properties
sing the relation

1

���L,t
=

�n=1

Np w�n�/�w
�n�

�n=1

Np w�n�
�15�

here �w
�n�= Po / �R�n�T�n��, Po being the operating pressure, R be-

ng the gas constant for the mixture, and T being the temperature.
onsistency requires that ���l= ���L,w= ���L,t. The robustness of

he FMDF method can be improved by ensuring a time-accurate
onsistency of these densities �35�.

Figure 3 presents the degree of consistency for the DOM case.
learly for the DOM case, the densities are consistent with very

light oscillations in the particle weight-based density in the far-
eld region of the jet. These are due to the fewer number of
articles in this region, which might not be significant since gra-
ients are low in these regions.

Fig. 6 Axial „column 1… and radial profiles „columns 2–4
volume fraction „fv… along with its rms from LES/FMDF

dot lines… cases

51201-6 / Vol. 131, MAY 2009
6.2 Importance of Radiation. Contours of temperature on a
slice across the jet centerline are presented in Fig. 4, for the
WORAD, OTM, and DOM cases. Under the optically thin ap-
proximation the radiation source term is calculated as

Srad = 4���Tsurr
4 − T4� �16�

where Tsurr is the surrounding medium temperature and is chosen
to be the reference temperature here. The model is based on an
optically thin assumption at the scale of the computation and
hence self-absorption effects are neglected. Although, this form of
the source term captures the nonlinearity in the temperature term,
the radiative energy loss from the soot may be slightly overesti-
mated due to any positive correlation between soot volume frac-
tion and temperature in soot-promoting high-temperature fuel-rich
regions. However, probably due to the simplicity in its implemen-
tation, this model has been widely employed in studies of soot and
gas thermal radiation �36,37�.

The noticeable feature in Fig. 4 is that there is almost a 50%
reduction in temperatures with the inclusion of radiation in the
DOM and OTM cases. As expected, OTM overpredicts the radia-
tive heat loss and hence underpredicts the temperature compared
with DOM. This is due to the fact that self-absorption effects are
neglected.

Profiles of velocity, temperature, and mixture fraction are
shown in Fig. 5. Reduction in temperature due to radiative effects
in the OTM and DOM cases causes an increase in density, which
in turn decreases the axial velocity. Such differences affect the
mean mixture fraction as well, more so, downstream of the jet.

A better quantitative comparison of the two radiation models is
presented with the help of profiles of radiative source term and

f mean filtered radiative source term „Srad… and the soot
putations of the OTM „dashed lines… and DOM „dash-
… o
com
Transactions of the ASME
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oot volume fraction in Fig. 6. The overprediction of radiative
eat loss by OTM is evident in the profiles of the mean radiation
ource term downstream of the jet. Besides it should also be noted
hat the radiation heat loss at each axial location peaks where the
oot volume fraction peaks, indicating the effect of thermal emis-
ion from the soot layer. Soot forms in thin layers and soot fluc-
uations �rms of soot volume fraction, fv�� are large and almost 1/3
f the mean values. The highly intermittent nature of the soot
rocess can be clearly seen in the behavior of the rms of the soot
olume fraction. This behavior is in qualitative agreement with
everal previous experimental and numerical studies of strongly
adiating turbulent flames �38–40�.

6.3 Importance of Subgrid Scale Turbulent-Radiation
nteractions. The importance of SGS TRI is presented in this
ubsection. Comparisons are made between two cases—one
here DOM is employed and full SGS TRI are considered

���T ,Y��Ib�F is evaluated directly� and the other with DOM and
ll SGS TRI are ignored ����T ,Y��Ib�F= ���T ,Y���F�Ib�F. An ex-
lanation related to these correlations was provided in Sec. 5.

Figure 7 compares instantaneous contours of temperature for
he cases with and without SGS TRIs. The legends in these figures
ndicating “w TRI” and “w/o TRI” refer to computations with and
ithout SGS TRIs, respectively. Although, there appears to be
nly slight differences in the flame structure, the most obvious
ifference is that the flame gets colder if SGS TRI is considered.
his can also be confirmed from the scatter plots of temperature
ersus mixture fraction in Fig. 8. Scatter plots at various axial
ocations clearly show that ignoring SGS TRI increases the overall
emperature of the flame.

Profiles of the mean filtered radiative source term shown in Fig.
indicate that the consideration of TRI increases the overall ra-

iative heat loss and the difference becomes more significant
ownstream. In the DOM without TRI case, the contribution due
o emission in the radiative source term is determined from mean
roperty values. This filters much of the inherent turbulent fluc-

ig. 7 Instantaneous cross section through the jet centerline
f the nondimensional temperature from LES/FMDF computa-
ions of the two cases—with TRI „left… and without TRI „right…
uations in temperature and species mass fraction, and hence re-

ournal of Heat Transfer
duces the radiative emission from the core of the flame. Thus, due
to the suppressed radiative heat loss, the temperature ends up
being higher when SGS TRIs are ignored. Such effects are ex-
pected to be larger when turbulent fluctuations are larger, as in
high Re cases, or downstream of a jet, as in the case presented
here.

7 Conclusions
A hybrid large eddy simulation/filtered mass density function

approach was presented to calculate strongly radiating turbulent
flames, with the radiation heat source from the simplified soot
model. The discrete ordinates method was employed to close ra-
diative transfer. Idealized chemistry and properties were used, and
parameters were chosen to match those of a one-step acetylene-air
mechanism.

Redundant densities were compared to illustrate the consistency
of the implementation. Comparisons of instantaneous snapshots
and time-averaged statistics were made between three cases: the
first being a calculation without a radiation model, the second, an
OTM based on the assumption that self-absorption effects are neg-
ligible, and the third, using the detailed DOM to calculate thermal
radiation contribution from soot. While radiative emission re-
sulted in highly reduced temperatures, thus altering the flame
structure significantly, subtle differences were also observed be-
tween the simplified and detailed radiation models suggesting the
importance of absorption effects in such flames. Also presented

Fig. 8 Scatter plots of nondimensional temperature against
mixture fraction at the axial locations x /D=5, 15, and 25 from
LES/FMDF computations of the two cases—with TRI „left… and
without TRI „right…
were LES/FMDF calculations coupled with DOM to assess the

MAY 2009, Vol. 131 / 051201-7
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mportance of subgrid scale turbulence-radiation interactions. Ne-
lect of SGS TRI increased temperatures, due to the estimation of
he emission term from mean properties. Hence, these results fur-
her emphasized the unique advantage of PDF methods, where
onlinear interactions, in this case the radiative source term, were
reated accurately.
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Investigation of Hierarchically
Branched-Microchannel Coolers
Fabricated by Deep Reactive Ion
Etching for Electronics Cooling
Applications
The removal of high heat fluxes from BeO ceramic and GaN-on-SiC semiconductor dies
using hierarchically branched-microchannel coolers is investigated, in order to examine
the impact of the number of branching levels on performance. The microchannel coolers
are made by lithography and deep reactive ion etching of single crystal silicon. The test
dies contain a dc-operated resistive zone that approximates the spatially averaged heat
flux that would appear in low-temperature cofired ceramic microwave circuit packages
and in monolithic microwave integrated circuits. For the particular geometric constraints
selected for the study (three source/exhaust channels, �5�5 mm2 die footprint,
200 �m deep channels in a 400 �m thick silicon wafer), the optimum performance is
achieved with three hierarchical levels of branched-channel size. A heat flux of
1.5 kW /cm2 is removed from the 3.6�4.7 mm2 resistive zone of the BeO-based die, at a
surface temperature of 203°C. When attached instead to a high thermal conductivity
GaN-on-SiC die with a 1.2�5 mm2 resistive zone, a heat flux of 3.9 kW /cm2 is removed
from the resistive zone at 198°C surface temperature. The total water flow rate is 275
ml/min in both situations. The experimental results are found to be in reasonable agree-
ment with finite element simulations based on idealized estimates of convection coeffi-
cients within the channels. For the three-channel size configuration, an effective heat
transfer coefficient in the range of 12.2–13.4 W /cm2 K (with respect to a 20°C bulk fluid
temperature) is inferred to be present on the top of the microchannel cooler, based on
simulations and derived values obtained from the experimental data.
�DOI: 10.1115/1.3001017�

Keywords: microchannel cooler, constructal theory, fractal geometry, constructal trees,
electronic cooling, single phase, forced convection, GaN, SiC
Introduction

In recent years, there has been considerable interest in high heat
ux cooling for electronics, in particular, for emerging classes of
emiconductor chips used in computers, microwave amplifiers,
nd power switching electronics �1,2�. Localized heat fluxes are
xpected to approach or exceed 1 kW /cm2 in such applications,
nd research on schemes to provide effective thermal management
t this level is necessary. Single-phase microchannel coolers are
ne candidate for such applications �3–5�, although in simple
traight channel geometries they often need a relatively high fluid
ow rate or have a large pressure drop �or both� to achieve a high
eat transfer coefficient. This can become a problem in systems
pplications, such as in phased array radars, where there are large
umbers of active devices to be cooled. One strategy under inves-
igation, variously known as hierarchically branched-

icrochannel coolers or fractal channel coolers, seeks to optimize
he heat transfer from a volume or surface while minimizing the
uid flow and pressure drop �6–8�. Such schemes seek to imitate

1Corresponding author. Present address: Naval Research Laboratory, Code 6843,
555 Overlook Ave. SW, Washington, DC 20375.

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received April 16, 2008; final manuscript re-
eived September 10, 2008; published online March 20, 2009. Review conducted by

oger Schmidt.

ournal of Heat Transfer Copyright © 20
the fractal branching patterns found in nature �9�, as in animal
vascular and bronchial �or gill� systems, to create a large surface
area in a small volume.

Probably the largest series of contributions to the ideas and
literature on heat transfer in such hierarchical systems, and meth-
ods of synthesizing and optimizing hierarchical networks, is by
Bejan �7,10,11�. Bejan coined the term “constructal theory” to
describe the synthesis process, and using these methods a wide
range of layered and volumetric branched-channel designs have
been proposed and examined �10–14�. Other researchers have
made significant contributions, including Chen and Cheng �8,15�
who examined heat transfer in layered networks of Mandelbrot
trees �9�, and Pence and co-workers �16–18�, who have done a
number of theoretical and experimental studies of fractal geom-
etry cooling networks, including developing new computationally
based methodologies for optimizing heat transfer. Important con-
tributions have also been made by Brunschwiler et al., who em-
ployed hierarchical treelike branchings of both fluid source and
fluid return channels in microscale jet impingement cooling �19�.

In this paper, a detailed experimental and simulation study of
one particularly simple class of hierarchically branched-
microchannel cooler is presented, with a goal of providing effec-
tive cooling of low-temperature cofired ceramic microwave chip
packages and emerging GaN-on-SiC semiconductors for high
power microwave amplifiers. As background on the cooling needs

of such semiconductors and typical chip geometries, the reader is

MAY 2009, Vol. 131 / 051401-109 by ASME
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eferred to Refs. �20–22�, including experimental studies with or-
inary microchannel coolers �23�. Although a wide variety of hi-
rarchically branched cooling channel geometries and materials
re possible for this application, the present investigation is fo-
used on the simple scheme shown schematically in Fig. 1�a�.
ssentially, at each stage in the hierarchical progression, an addi-

ional level of cross-channels is added. This style of branched
eometry was described by Bejan and Errera �24�, and it is the
ogical extension of ordinary straight microchannel coolers. How-
ver, rather than focusing on optimization of the channel sizes, the
nvestigation in the present paper seeks to study the impact of the
umber of branching levels �at fixed ratios of channel size� on
igh heat flux thermal performance, in a materials system and
ayout that are compatible with lithographic fabrication and the
ntended application. In the investigations, a sequence of hierar-
hically branched-channel coolers are fabricated and attached to
est ceramic and semiconductor chips �dies� that are capable of
enerating high heat fluxes, as shown schematically in Figs. 1�b�
nd 1�c�. The details of these procedures are described in Sec. 2 of
his paper. Next, results from experimental studies of the heat
ransfer are presented and compared with simplified finite element
imulations in Sec. 3. In Sec. 4, the heat transfer coefficients pro-
uced by the various microchannel coolers are evaluated and in-
erpreted. This paper concludes with a summary in Sec. 5.

Fabrication Details and Experimental Test Setup
Silicon, with channels fabricated by contact photolithography

nd deep reactive ion etching �DRIE� �25�, was selected for the
icrochannel cooler material �26�. The use of silicon ensures ul-

imate compatibility with lithographic mass production, while pro-
iding a reasonable thermal conductivity ��=150 W m−1 K−1�
nd a good expansion match to ceramics and other semiconduc-

ig. 1 „a… Schematic showing the conceptual evolution of a
ierarchically branched cooling channel network, obtained by
dding successive levels of cross channels to an initial net-
ork of parallel channels; „b… illustration of the assembly of a
ierarchically branched-microchannel cooler by placing a slab
ontaining the channels onto a backing block; „c… top view of
he completed test package showing a heat source testing die
hat is attached to the top surface of the microchannel cooler
ors. To ensure that only a single masking and etching sequence is

51401-2 / Vol. 131, MAY 2009
needed, all channels need to be of the same depth. Although chan-
nel depths to 400 �m are occasionally reported for DRIE struc-
tures, 200 �m was selected as a more practical value to preserve
channel shapes and avoid erosion of the patterning resist. Next,
the overall wafer thickness gets set by mechanical considerations
on the low side and by the need to avoid excessive thermal resis-
tance on the high side; 400 �m was selected as a compromise.
The ratio between channel widths in the hierarchical branching
sequence is a free parameter; a constant factor of 2 reduction in
width was selected. Finally, all channels within a given level of
the hierarchy were evenly spaced, and the largest channel spacing
was selected to give three inlet and three exhaust channels under
the footprint of interest for microwave packages ��5�5 mm2�.

The fabrication procedure of the microchannel coolers began by
spin-coating a �100 mm diameter �4 in.�, 400 �m thick double-
sided polished 100-oriented silicon wafer with a layer of positive
photoresist �S1827, Shipley Corp., Marlborough, MA�. The depo-
sition conditions were 3000 rpm for 60 s, followed by baking at
120°C for 2 min, which produced a 2.7 �m thick film. Using a
Karl-Suss MJB3 deep ultraviolet aligner and a mask, various mi-
crochannel coolers with the different channel branching configu-
rations were exposed and developed onto the substrate. At the
conclusion of this lithography sequence, the silicon associated
with each of the desired channel patterns is bare, while the other
parts of the silicon remain coated with protective photoresist. The
200 �m deep channel network was etched into the patterned sub-
strate using the Bosch process in a Plasmalab System-100
fluorine-based inductively coupled plasma/reactive ion etcher
�Oxford Instruments, Oxfordshire, UK�. Following etching, the
remaining photoresist was removed by chemical dissolution, and
the wafer was cut with a diamond dicing saw into individual mi-
crochannel cooler pieces. Each piece had transverse dimensions of
12.70�12.70 mm2.

Optical micrographs of the family of hierarchically branched-
microchannel coolers made by DRIE are shown in Figs.
2�a�–2�d�. The micrographs show the undersides of the central

Fig. 2 Optical micrographs of the family of hierarchically
branched-microchannel coolers made by DRIE showing the un-
dersides of the central region of the etched silicon slabs.
Shown are the „a… one-channel, „b… two-channel, „c… three-
channel, and „d… four-channel size configurations. Scanning
electron micrographs of the „e… three-channel and „f… four-
channel size configurations are also provided.
region of the etched silicon slabs. The configuration in Fig. 2�a�

Transactions of the ASME
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ill be referred to as the one-channel size configuration; the prin-
ipal channels in the center are 400 �m wide. Note that the wider
ntrance and exit channels on either side, which are 800 �m wide
o allow lower pressure drop in serving the central region, are not
ncluded in the nomenclature for channel size count. Figure 2�b�
hows the two-channel size configuration, with 400 �m wide
rincipal channels and 200 �m wide cross channels. The three-
hannel size configuration in Fig. 2�c� starts with a layout similar
o the two-channel design, but it includes an additional level of
00 �m wide cross channels. The four-channel size configuration
urther augments the branching with yet another level of channels,
n this case 50 �m wide. Scanning electron micrographs of some
f the details of the three-channel and four-channel configurations
re shown in Figs. 2�e� and 2�f�, respectively. Profilometry mea-
urements confirmed that the channels in all configurations were
etween 195 �m and 200 �m deep.
The top �unetched� surfaces of the silicon microchannel coolers

ere metallized by electron beam evaporation of 25 nm of Ti,
ollowed by 25 nm of Pt, and finally 400 nm of Au. This was done
n order to allow the die attach of resistive heat sources for testing.
ommercial 100 � chip resistors consisting of a BeO die �5.76
5.76�1.03 mm3� having a 3.6 mm long by 4.7 mm wide re-

istive coating on the top surface, along with gold contact stripes
n either end of the resistive zone, were obtained. The dies also
ad a robust bottom surface Ti/Au metallization. Each configura-
ion of microchannel cooler had one of these BeO-based resistors
ttached to it using 96%Sn–3.5%Ag–0.5%Cu solder. The attach-
ent was done in a glovebox under N2 gas at 245°C using Kester

51 flux, followed by washing in methyl alcohol. The die attach
hickness was measured to be 25�5 �m. A photograph showing
die that has been attached to the metallized top of a microchan-
el cooler is shown in Fig. 3�a�. The dies are centered with respect
o the top surface of the microchannel cooler, but on the BeO dies
hemselves the resistive zone is not centered, but rather it is
hifted completely over toward one edge.

For testing, the microchannel coolers were placed on top of a
2.70�12.70�2.00 mm3 polished silicon block; the top surface
f the block will ultimately act as the bottom surface for the
icrochannels. This was depicted in Fig. 1�b�. The combination

f the 400 �m thick silicon microchannel cooler and its 2 mm
hick backing silicon block are mounted into a gasketed acrylic
older and manifold assembly �test cell�, described in detail in a
revious paper �23�. The holder uses a brass top plate having a
arge hole that allows clearance for �and access to� the heat source
ie on the microchannel cooler top surface. The internal structure
f the test cell is polished and designed to fit snugly around the
icrochannel cooler/backing block to a tolerance of 10 �m or

etter in the transverse dimensions. Furthermore, the gaskets and
-rings apply vertical pressure ��1 MPa� to eliminate leaks
bove and below the combination of the microchannel cooler and
he backing block �as well as between the two in the nonchannel
egions�. However, there will still be interfacial thermal contact
esistance at this location, which will be discussed later in the
aper. Once assembled, the test cell is connected to a water-based
hiller/gear pump/deionizer system with a constant 20°C outlet
emperature. The flow through the microchannel cooler loop is

easured with an experimentally calibrated turbine-based elec-
ronic flowmeter. Pressures are measured at the fluid inlet and
utlet ports of the test cell, along with the inlet-to-outlet tempera-
ure differential. Detailed information on the properties, calibra-
ion, and accuracy of the pumping/diagnostic system are provided
lsewhere �23�.

Electrical leads were mounted to the contact stripes of the re-
istive dies using silver paint. A 0.50 mm diameter, ungrounded
heath, type J thermocouple was placed on the center of the resis-
ive zone of the die using a drop of silver paint �smaller than the
heath diameter�. As the resistive zone has only a very thin top
assivation layer, and quite high voltages �to �160 V� are used to

nergize the die, the entire thermocouple and battery-powered

ournal of Heat Transfer
thermocouple meter assembly are floating relative to ground and
are enclosed in an insulating plastic box. To make thermal mea-
surements, a desired energizing voltage was applied to the resis-
tive zone, and the surface temperature was monitored until steady
state was reached. The temperature measurement accuracy was
�0.5°C. The combination of the energizing voltage �measured at
the die using four-terminal techniques� and current was used to
compute the power being dissipated in the resistive zone. Between
measurements, the power was removed, and the surface tempera-
ture was allowed to cool back to the bulk fluid temperature. The
process was repeated using higher and higher energizing voltages,
to create a complete data set.

3 Experimental Results and Simulation
Experimental results for resistive zone surface temperature ver-

sus dissipated power are shown for the various microchannel
cooler/resistive die packages in Fig. 3�c� by the symbols. The data
points were obtained at 275 ml/min total flow rate in each con-
figuration. The measured dissipated power, combined with the
known 17 mm2 area of the resistive zone, is used to obtain the
localized heat flux, which is provided as a second horizontal axis
in the plot. Operating conditions were restricted to keep surface
temperatures below �200°C to avoid damaging the resistive ma-
terial.

The one-channel size configuration results in a surface tempera-
ture of 190°C at 1 kW /cm2 resistive zone dissipation �170 W
power�. By going to the two-channel size configuration, the sur-
face temperature at 1 kW /cm2 is reduced considerably to 129°C.
A small additional reduction in surface temperature, to 124°C, is
obtained using the three-channel size configuration. However, in

Fig. 3 „a… Photograph of a hierarchically branched-channel
cooler with an attached BeO-based heat source die; „b… ANSYS

simulation of temperatures in the three-channel size configura-
tion at 1 kW/cm2 dissipation in the resistive zone; „c… experi-
mental resistive zone temperature versus power dissipation
data „symbols… and ANSYS simulations „lines… for the various
channel configurations
the package with the four-channel size configuration, the tempera-

MAY 2009, Vol. 131 / 051401-3
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ure at 1 kW /cm2 increases considerably to 136°C. This is worse
han even the two-channel size result. Clearly, from an experimen-
al standpoint, there is a limit to the benefit of subdividing the
hannels.

The fact that the four-channel size configuration is in excess of
he optimum is also made clear from pressure drop �P versus
ow data, which is shown in Fig. 4 for each configuration. These
urves show the net pressure drop across the microchannel cooler,
btained by the differential pressure measurements across the test
ell and subtracting out the minor flow-dependent contributions
rom the fittings and manifolds of the acrylic holder. All curves
xhibit the expected quadratic dependence between �P and flow
ate. Looking first at the one-channel size configuration, one sees
hat the pressure drop at 275 ml/min is 2.01 bar. The two-channel
ize configuration has �P=2.60 bar, and going to three-channel
izes very slightly increases �P to 2.69 bar. A more significant
ncrease, to �P=2.96 bar, occurs in the four-channel size con-
guration. Therefore, going from three-channel size configuration

o the four-channel size configuration is clearly counterproductive,
ince one will suffer from an increase in pressure while simulta-
eously obtaining a higher, rather than a lower, temperature.

Finite element thermal modeling was undertaken with the AN-

YS code �ANSYS Inc., Canonsburg, PA� for each of the configu-
ations. The goal was to not only provide a comparison between
imulations and experiments but also to enable estimation of the
ffective heat transfer coefficient that each configuration can ap-
ly to the bottom of the heat source die. Since the top surface of
he silicon microchannel cooler �beneath the die attach� is inac-
essible to experimental measurements, one must partially rely on
odeling to understand the heat flux, temperature, and effective

eat transfer coefficient behavior at this location. These quantities
re particularly important for evaluating the prospective use of the
ierarchical channel concept for cooling other types of electronic
hips and packages in various practical applications.

The package with the one-channel size microchannel cooler
as modeled in ANSYS using a number of element types and sizes

o handle the various geometric size scales. The BeO die was
eshed primarily with ten node tetrahedron elements �tets� with

dge lengths of �470 �m near the resistive zone increasing to
580 �m edge length pyramidal elements near the bottom of the

ie. The thin die attach was meshed with �580�580�25 �m3

0-node brick elements. The 400 �m thick silicon slab contain-
ng the DRIE-etched channels had a complex tetrahedral and py-
amidal mesh with �580 �m edge length near the bottom of the
ie and in adjacent regions on the top surface, decreasing to
00 �m at the cooling channel walls. The rear backing silicon
lock was meshed with tets with 200 �m edge length near the
hannels, and the meshing was gradually coarsened �expansion
actor 1.2� to edge lengths near 1.3 mm at the bottom of the

ig. 4 Experimentally measured differential pressure versus
ow data for the various channel configurations
acking block and in other regions remote from the channels. The
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total number of elements in the entire model of the one-channel
configuration-based package was �27,000.

Temperature-dependent thermal conductivities were assigned to
the BeO and silicon materials using lookup tables based on data in
the literature �27�. In these data, the room temperature �20°C�
thermal conductivity of BeO was 280 W m−1 K−1, falling off ap-
proximately as T−1.24, with T the temperature in K. Similarly,
the silicon room temperature thermal conductivity was
150 W m−1 K−1, falling off approximately as T−1.26. A thermal
conductivity of 57 W m−1 K−1 was assigned for the die attach
�28�. One key issue in the experimental setup is the nonbonded
mechanically pressed contact between the silicon slab containing
the channels and the silicon backing block. There will be interface
thermal resistance at this location due to imperfections at this
contact. For the purposes of modeling, the value of interface ther-
mal resistance R was estimated based on the work of Prasher �29�,
as

R =
1.53�

�int
� H

Pc
�0.097

�1�

where � is the surface roughness, Pc is the contact pressure, H is
the elastic modulus of the silicon �150 GPa�, and �int is the ther-
mal conductivity of the interface material. In this case, stagnant
water is assumed to fill the interface, with �int=0.6 W m−1 K−1 at
20°C. The computed value of R with 1 MPa contact pressure and
with 1 �m surface roughness is 8.1�10−6 m2 K W−1, corre-
sponding to an interface thermal conductivity hint=1 /R of
12.3 W cm−2 K−1. This value was used in ANSYS at the silicon-
to-silicon interface, independent of temperature.

With the exception of the cooling channel walls and the resis-
tive zone of the die, all external surfaces of the model were treated
as thermally insulating. The channel walls were assigned a con-
vection coefficient as a boundary condition in ANSYS. Specifically,
for the one-channel size configuration at 275 ml/min total flow,
the linear flow velocity in each of the three principal d
=400 �m wide by t=200 �m tall channels is �19 m /s, corre-
sponding to a Reynolds number Re of 5100, which is turbulent.
This assumes that each channel has a hydraulic diameter D equal
to four times the channel area divided by the channel perimeter,
which works out to D=2td / �t+d�=270 �m for the channel di-
mensions. Using a friction factor f approximated by

f = �1.58 ln Re − 3.28�−2 �2�

and the Petukov–Kirrillov correlation �30� for Nusselt number Nu

Nu =
�f/2�RePr

1.07 + 12.7�f/2�Pr2/3 − 1�
�3�

one obtains a channel wall convection coefficient hwall=Nu � f /D
of 11.3 W cm−2 K−1, where � f is the thermal conductivity of the
water. A similar calculation for the d=800 �m wide inlet/outlet
channels gives hwall=6.23 W cm−2 K−1. A fluid bulk temperature
TB of 20°C was assumed in both cases, and the bulk fluid tem-
perature changes that occur while traversing the channels were
neglected.

The simulation results for the one-channel configuration are
shown by the alternating long/short dashed line in Fig. 3�c�. The
results are in very good agreement with the experimental data,
with the simulation giving a temperature rise �relative to TB� only
about 5% too low. Also of note in both the simulation and the data
is the concave upward curvature; this is due to the thermal con-
ductivity of the BeO and to a lesser extent the silicon, decreasing
with increasing temperature.

Simulations were also performed using ANSYS for the packages
employing the two-, three-, and four-channel configurations. The
finite element models employed progressively finer meshing to
accommodate the smaller and more detailed channel geometries.
The total number of elements in the model of the two-channel-

based package was �30,600, while in the three- and four-channel
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ased packages the element counts were, respectively, �40,800
nd �62,300. A number of severe simplifying approximations
ere made in estimating the flow velocities and convection coef-
cients in these more complex geometries. First, only an average
ow velocity was estimated for each channel size, and this was
sed to compute a uniform convection coefficient for all channel
alls of that size. Hence spatial variations in flow or convection

oefficient along a given channel are not included. Second, only
imple correlations for computing convection coefficients were
mployed throughout a channel, hence developing boundary-layer
ow effects associated with entry into a channel after a branch,

urning corners, and other distortions in flow were not included in
he computation of convection coefficients. Third, turbulent con-
itions were generally assumed in the various channels during the
nitial group of simulations �Eqs. �2� and �3��, regardless of the
alue of Re. The rationale is that the violent turbulent flow exist-
ng in the largest channels may not have time or space to damp out
ithin the short smaller channels, particularly with the extra dis-

uptions caused by the 90 deg bends. Recent experimental work
y Peixinho and Mullin �31� on quantifying the spatial/temporal
uenching of turbulence by reducing Re in pipe flow provides
ome support for this conjecture. Those authors document the in-
efinite persistence of pre-existing turbulent perturbations at Re as
ow as 1750, which is significantly below the Re�2500 typically
ssociated with turbulent flow. Of greater relevance, they find that
ven in lower Re regimes where quenching toward laminar flow is
learly occurring, the probabilistic decay has a spatial half-life of
3300 / �1750-Re� hydraulic diameters. If such a scaling was to

emain valid down to Re�1000, then the half-life would be
4.4D, which would imply the existence of residual turbulent
otion in at least the first level of cross channels. A notable ex-

eption to the turbulent assumption was made for the smallest
hannels in the modeling of the four-channel size configuration, in
hich the fully developed �FD� laminar Nu is greater than the

urbulent value predicted by Eq. �3�. In that case the larger FD
aminar Nu was used instead, on the assumption that the turbulent
orrelation is completely invalid at such Re values. �Alternative
ssumptions will be investigated later in the paper for comparison,
ncluding using FD laminar flow or simultaneously developing
SD� laminar flow in all the levels of cross channels.� The fourth
pproximation was that bulk fluid temperature rises were ignored,
.e., TB was held fixed at 20°C in all the channels. With these
arious combined simplifying assumptions, channel wall convec-
ion coefficients of 11.3 W cm−2 K−1, 5.1 W cm−2 K−1,
.4 W cm−2 K−1, and 3.0 W cm−2 K−1 were computed and used
uring the initial group of simulations for the 400 �m, 200 �m,
00 �m, and 50 �m wide channels, respectively. A convection
oefficient of 6.23 W cm−2 K−1 continued to be used in the
00 �m wide feed/exhaust channels. As an example of a typical
imulation result, a contour plot of the temperatures in the three-
hannel package at 1 kW /cm2 resistive zone dissipation is pic-
ured in Fig. 3�b�.

The simulations for the more complex geometries are shown by
he additional three lowermost curves in Fig. 3�c�. Like the one-
hannel configuration, the data all have the curvature due to
emperature-dependent thermal conductivities. The simulation for
he two-channel configuration �short dashed line� gives tempera-
ures somewhat above the experimental data �squares�. The error
n the predicted temperature rise is about 8%. For the three-
hannel configuration, the simulation �solid line� and the experi-
ental data �diamonds� are essentially identical. However, in the

ase of the four-channel configuration �medium dashed line�, sig-
ificant departures occur, with the simulated temperature rise be-
ng 12% below the data �triangles�. Furthermore, the simulations
ail to predict the observed decline in performance relative to the

hree-channel configuration.

ournal of Heat Transfer
4 Discussion
In order to better understand the performance of the various

microchannel coolers and, in particular, to enable such coolers to
be considered for practical applications, it is useful to evaluate the
heat transfer coefficient that they create on their top surface for a
given value of TB. For example, if they are considered for cooling
commercial semiconductor chips, one would like to be able to use
such a heat transfer coefficient as a rear boundary condition for
the chip-level simulation, to avoid modeling the complex geom-
etry of the cooler structure in every subsequent simulation. Also,
computing the heat transfer behavior at the top of the microchan-
nel cooler surface �or extracting it as a derived parameter based on
the experimental data� is important for correctly gauging the im-
pact of the number of channel sizes on thermal performance, since
the high thermal resistance of the thick BeO die tends to make the
resistive zone surface temperature relatively insensitive to the ap-
plied heat transfer coefficient. This also tends to obscure the po-
tential benefit in applications with thinner more highly thermally
conductive semiconductor dies, such as SiC.

For a purely simulation-based approach, one can compute the
heat transfer coefficients from the ANSYS simulations by examin-
ing the temperatures and heat fluxes present at the top silicon
surface of the microchannel cooler �directly below the die attach
under the footprint of the die�. This is done by taking a “slice”
through the solved ANSYS model using cutting surface-defining
and mapping postprocessing functions. Such a map of the top-of-
silicon temperature distribution is shown in Fig. 5�a� for the three-
channel size configuration as an example, when 1 kW /cm2 is
being dissipated in the resistive zone of the overlying die. The
map only covers the area beneath the die footprint. A plot of the
temperature Ts versus position along the y-axis is shown in Fig.
5�c� by the upper dashed line. The temperature distribution is
lopsided because the resistive zone on the top of the overlying die
is not centered �as seen in Fig. 3�a��. The lower dashed line shows

Fig. 5 „a… Map of the simulated temperatures present on the
top silicon surface of the three-channel size hierarchically-
branched cooler configuration „beneath the die footprint…,
when 1 kW/cm2 is being dissipated in the resistive zone of the
overlying die; „b… corresponding map of simulated local heat
transfer coefficients, and „c… plot of temperature and local heat
transfer coefficient along the y-direction at two different x loca-
tions within these maps
the temperature profile along the y-direction at an x-position of

MAY 2009, Vol. 131 / 051401-5
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440 �m, which is about halfway to the edge of the map �and
xhibits somewhat lower temperatures�. A similar two-
imensional map and linear sampled curves were created from
NSYS for the vertical heat flux �Fz, not shown�. From this, a map
nd curves of local heat transfer coefficient h�x ,y� that is being
enerated by the microchannel cooler �with respect to the bulk
oolant temperature TB=20°C� can be computed via

h�x,y� =
− Fz�x,y�

Ts�x,y� − TB
�4�

map of this local heat transfer coefficient is depicted in Fig.
�b�, and the dependence along the y-axis is shown in Fig. 5�c� at
=0, and x=1440 �m by the upper and lower solid curves, re-
pectively. Apart from the sharply rising tails right near the loca-
ions corresponding to the die edges at �2880 �m �a common
umerical artifact in finite element modeling associated with
dges�, the local values of h are quite uniform across the map for
his three-channel size configuration. Similar simulations and
nalyses �not shown� were performed for the one-, two-, and four-
hannel size configurations, and high uniformity in h was likewise
ound for the two- and four-channel size situations. The one-
hannel size configuration had significant nonuniformity in
��50%� due to the sparse coverage by the channels.
Spatially averaged values of heat transfer coefficients were

valuated in a number of ways for each of the configurations. The
implest method merely took the average of h along the y-axis
with x=0�, restricting the averaging to h�20 W cm−2 K−1 to
void the edge effects. The results are shown by the squares in
ig. 6�a�. With this method, the computed values of h approxi-
ately double �from 5 W cm−2 K−1 to 10 W cm−2 K−1� in going

rom the one- to two-channel configuration, followed by a more
odest increase to 12 W cm−2 K−1 in the three-channel case, and
nally suffering a very small decline in the four-channel configu-
ation. For an alternative method, the quantity Ts−TB was aver-
ged along the y-axis and was used in conjunction with the known
verage heat flux passing through the entire mapped area. This
verage flux is 518 W /cm2, based on the 1 kW /cm2 being dis-
ipated over the resistive zone and multiplication by the ratio of
he area of the resistive zone to the entire die footprint area. The
esults of this calculation of h are shown by the diamonds in Fig.
�a�. A further extension of this concept was to average the value
f Ts−TB over the entire surface and to employ this with the
18 W /cm2 surface-averaged heat flux, giving the results shown
y the open circles. The final method of computation was to take
he complete surface average �over the entire map� of the local
�x ,y� given by Eq. �4�. This result is depicted by the triangles in
he figure.

A direct experimental measurement of h at this location is not
ossible, of course, since the surface in inaccessible. However, it
s possible to create an experiment-derived value of average h
ith a simple auxiliary ANSYS simulation in conjunction with the
easured temperature data. Specifically, a finite element model of

nly the BeO die and the underlying die attach was constructed,
ith 1 kW /cm2 dissipation placed on the resistive zone. A heat

ransfer coefficient havg, in conjunction with rejection to a bulk
emperature of 20°C, was used as a boundary condition on the
ottom of the die attach layer. A sequence of iterative simulations
as performed, in which havg was adjusted until the simulated

esistive zone temperature matched the experimental value. These
esults for havg are plotted by the solid circles in Fig. 6�a�.

Overall, the simulated values of heat transfer coefficient com-
uted with the various averaging methods are in reasonable agree-
ent with the experiment-derived values in most aspects, espe-

ially when the extreme nature of the modeling simplifications is
onsidered. Overall agreement is excellent for the one-channel
ize configuration and reasonable for the three-channel configura-
ion. However, although the simulations do seem to show a slow-

ng or a leveling off of the incremental improvement beyond the

51401-6 / Vol. 131, MAY 2009
three-channel configuration, the experiment has a sharp decline in
performance that is not properly captured by the simulations. In
addition, to a large extent the experiments show the leveling off
occurring earlier, between the two- and three-channel configura-
tions, while the simulations show an initially slower but steadier
rise through this region. In spite of these shortcomings, the simu-
lations agree with experiment in showing that about a factor of 2
increase in heat transfer coefficient can be achieved in this type of
package by using the branching channel methodology.

Since the assumption of the persistence of turbulent conditions
into the cross channels is speculative, additional sets of ANSYS

simulations were performed with alternative laminar assumptions
for comparison. For a second group of simulations, turbulent con-
ditions in the primary 400 �m wide channels were still assumed
�hwall=11.3 W cm−2 K−1�, but all smaller channels were assumed
to be described by FD laminar conditions. Channel wall convec-
tion coefficients of 1.1 W cm−2 K−1, 1.8 W cm−2 K−1, and
3.0 W cm−2 K−1 were computed for the 200 �m, 100 �m, and
50 �m wide channels, respectively �32�. A turbulent convection
coefficient of 6.23 W cm−2 K−1 continued to be used in the
800 �m wide feed/exhaust channels. After performing the new
ANSYS thermal simulations, postprocessing procedures analogous

Fig. 6 „a… Plot of the average heat transfer coefficient „on the
top of the silicon microchannel cooler surface, under the die
footprint… as a function of the number of channel sizes in the
configuration. Experiment-derived values are shown by the
solid circle symbols/solid lines, along with ANSYS simulations
using various averaging strategies and assuming turbulent
conditions „in all channels except the smallest in the 4-channel
configuration…; „b… similar comparison between experiment-
derived values and ANSYS simulations that are performed as-
suming FD and SD laminar conditions in all levels of cross
channels „primary channels remain turbulent….
to those involved in creating Figs. 5 and 6�a� were performed. The
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esults are shown in Fig. 6�b� by the group of curves labeled as
D laminar. The various schemes for obtaining an average heat

ransfer coefficient over the top surface of the silicon �beneath the
ie footprint� noted in the legend of Fig. 6�a� were used again in
ig. 6�b�. The experiment-derived values of havg are replicated in
ig. 6�b� for convenience, albeit on a different ordinate scale. The
D laminar simulations of overall heat transfer coefficient are
ignificantly below the experiment-derived values for the two- and
hree-channel size configurations, while agreement is excellent for
he four-channel size configuration.

Because the cross channels have relatively small ratios of
ength to hydraulic diameter, a third set of simulations using SD
aminar flow assumptions �33� in the 50–200 �m wide channels
ere also performed. The correlations of Churchill and Ozoe �34�
ere used to obtain a multiplicative enhancement factor for hwall
ith respect to the values for FD laminar flow. Although this

orrelation was developed for circular tubes, the use of the mul-
iplicative enhancement formalism with a rectangular channel
usselt number �32� �instead of Nu for circular tubes� is believed

o provide a suitable correction that agrees well with other inves-
igations in the literature �35�. Since such developing flow values
f hwall are position dependent, an average was taken over the
hannel length. The enhancement factors were computed to be
7.7�, 4.8�, and 4.8� the FD laminar values, for 200 �m,

00 �m, and 50 �m wide channels, respectively, yielding
wall values of 8.3 W cm−2 K−1, 8.9 W cm−2 K−1, and
4.3 W cm−2 K−1. The simulated results are shown in Fig. 6�b�
ith the group of curves labeled as SD laminar. In comparison to

he experiment-derived values, the agreement is excellent for the
wo-channel size configuration, but the simulations are signifi-
antly higher than experiment for the three- and four-channel size
onfigurations. Together, the various FD and SD laminar simula-
ions in Fig. 6�b� can be seen to bracket the experiment-derived
alues of havg. However, neither comes close to reproducing the
verall trend as well as the simulations in Fig. 6�a�. Most likely
here is a complicated distribution of turbulent, laminar, and vari-
us transitional flows present in the channel network, and future
esearch using numerical fluid dynamics modeling will be re-
uired to provide a better understanding and more accurate calcu-
ations. In addition, the increase in flow area from one branch
evel to the next can create flow distribution problems and in-
reased pressure drop, which would be particularly important in
he four-channel size configuration and may explain the experi-

ental falloff in performance relative to the three-channel size
onfiguration.

To further explore the overall heat transfer coefficient calcula-
ions in Fig. 6�a�, and to provide a demonstration of the suitability
f a DRIE-fabricated hierarchical channel cooler in an application
f current interest, an additional experiment with a GaN-on-SiC
ie was done in the three-channel size configuration. The three-
hannel size geometry was selected for this final study since it
as the best performing of the various geometries. A high thermal

onductivity 4H-SiC die, 5 mm�5 mm�380 �m thick, was
pitaxially coated with thin GaN and AlGaN layers to form a 1.2
m long by 5 mm wide resistive zone as described in a previous

ublication �23�. This die, when operated as a dc resistor, can
imulate the localized heat fluxes that would occur with integrated
icrowave amplifiers of similar physical size and in the identical
aterial system. The GaN-on-SiC die was attached to a metallized

hree-channel size microchannel cooler using �6 �m of 96%Sn–
.5%Ag–0.5%Cu solder, followed by mounting and testing in a
anner analogous to the testing of the BeO-based dies.
The experimental results of peak GaN temperature versus the

lectrical power dissipated in the resistive zone are shown by the
olid circles in Fig. 7. The total water flow rate was 275 ml/min.
ery high localized heat fluxes were achieved with this configu-

ation due to the high thermal conductivity SiC die acting as its

wn heat spreader and due to the relatively small physical size of

ournal of Heat Transfer
the active resistive zone. The highest dissipated power studied
was 234 W over the resistive zone �3.9 kW /cm2�, which resulted
in a GaN temperature of 198°C. A full ANSYS simulation includ-
ing the entire hierarchical channel cooler, die, die attach, and rear
backing block was performed analogously to those described ear-
lier for the BeO-based dies. Turbulent correlations were used in
all channels. The thermal conductivity curve assumed for the SiC
in the simulations had a value of 475 Wm−1 K−1 at 300 K �36�,
with a T−1.3 functional roll-off �T in K� �36,37�. The results of the
simulations are shown by the solid line in Fig. 7, and they are in
excellent agreement with the data.

To investigate the validity of the heat transfer coefficients de-
termined previously from the BeO die experiments, two additional
simple ANSYS simulations that included only the GaN-on-SiC die
and the die attach were performed. In the first case, the average of
the heat transfer coefficients determined via simulation for the
three-channel size configuration in Fig. 6�a� �12.2 W cm−2 K−1,
bulk rejection temperature 20°C� was applied as a boundary con-
dition to the bottom of the die attach. The results are nearly indis-
tinguishable from the full ANSYS simulation, and a few points are
shown by the triangles in Fig. 7 to illustrate this. In the second
case, the “experimental” value of h from Fig. 6 for the three-
channel size configuration �13.4 W cm−2 K−1� was used instead,
and the results are shown by the dashed line in Fig. 7. The latter
simplified simulation is just slightly below the experimental val-
ues. Taken together, the extra experiment and simulations verify
that an average heat transfer coefficient of between
12.2 W cm−1 K−1 and 13.4 W cm−2 K−1 is present on the top
surface of the three-channel size hierarchical channel cooler, and
that the performance with the GaN-on-SiC die is consistent with
the BeO die-based experiments.

Finally, since earlier experiments �23� with conventional micro-
channel coolers used the same types of GaN-on-SiC heat source
dies, it is possible to compare their behavior to the three-channel
size hierarchical channel cooler under high heat flux conditions.
Specifically, the die that was mounted to the three-channel size
hierarchical channel cooler could handle 2.0 times the power dis-
sipation for a given GaN temperature, compared with a die

Fig. 7 Experimentally measured GaN temperature versus
power dissipation data „solid circles… for a GaN-on-SiC heat
source die that is attached to the three-channel size hierarchi-
cally branched-channel cooler along with ANSYS simulations. A
photograph of the package is shown in the inset.
mounted to a conventional silicon microchannel cooler having

MAY 2009, Vol. 131 / 051401-7
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even 500 �m wide by 1.4 mm tall channels �when both setups
ere operated at 275 ml/min total flow�. Achieving comparable
ower dissipation performance in the conventional case requires
ncreasing the flow rate to near 1.9 l/min �0.5 gallon/min�, which
s about seven times the flow rate needed for the hierarchical
hannel cooler. The reduction of flow exhibited by the hierarchical
hannel coolers is particularly important for systems applications
uch as phased array radars with many devices needing cooling.
owever, the improved performance is due to a combination of

actors besides merely using the hierarchical channel geometry,
ncluding the ability to place channels much closer to the die
nderside and to use fewer, smaller main feed/exhaust channels
all by virtue of microfabrication�. Further refinement of the rela-
ive importance of the various factors contributing to the reduced
ow requirement and improved power dissipation will need addi-

ional comparative simulations and experiments in a wider range
f geometries.

Summary and Conclusions
Experiments on removing high heat fluxes from BeO ceramic

nd GaN-on-SiC semiconductor dies using hierarchically
ranched-microchannel coolers have been performed, in order to
xamine the impact of the number of branching levels on perfor-
ance. The microchannel coolers were made from single crystal

ilicon by contact photolithography and DRIE. The BeO-based
ies contained a topside patterned resistive metal coating and the
iC dies contained an AlGaN/GaN heterostructure; in each case,

hese coatings were operated as a direct current resistor, providing
localized heat source. The dimensions of the dies and the local-

zed heat sources in the BeO and GaN-on-SiC dies were sized to
epresent the spatially averaged heat flux that would appear in
ow-temperature cofired ceramic microwave circuit packages and

onolithic microwave integrated circuits, respectively.
For the particular geometric constraints selected for the study

three source/exhaust channels, �5�5 mm2 die footprint,
00 �m deep channels in a 400 �m thick silicon wafer�, the
ptimum performance was achieved with three levels of
ranched-channel size �i.e., main channels, followed by cross
hannels, further followed by another set of cross channels�. With
his type of microchannel cooler configuration, a heat flux of
.5 kW /cm2 was removed from the 3.6�4.7 mm2 resistive zone
f the BeO-based die, at a surface temperature of 203°C. When
ttached instead to a high thermal conductivity GaN-on-SiC die
ith a 1.2�5 mm2 resistive zone, a heat flux of 3.9 kW /cm2

as removed at 198°C surface temperature. In these situations,
he average heat fluxes appearing on the rear of the die �at the top
f the microchannel cooler� were 780 W /cm2 and 960 W /cm2,
espectively, and the total water flow rate was 275 ml/min.

The experimental results were found to be in reasonable agree-
ent with finite element simulations based on highly idealized

stimates of convection coefficient within the channels. For the
hree-channel size configuration, an effective heat transfer coeffi-
ient in the range of 12.2–13.4 W cm−2 K−1 �with respect to a
0°C bulk fluid temperature� was inferred to be present on the top
f the microchannel cooler, based on simulations and derived val-
es obtained from the experimental data. This value is about twice
s good as that obtained for the one-channel size configuration.
urthermore, the 12.2–13.4 W cm−2 K−1 heat transfer coefficient

n the three-channel size configuration was found to be consistent
ith the experiments using both types of dies over a wide power

ange, giving further support to its accuracy. However, the experi-
entally observed decline in performance in going from a three-

hannel size to a four-channel size configuration was not exhibited
y the simulations, which tended to predict only leveling off in
erformance. A much more sophisticated fluid-mechanical model
f the flow within the branched channels, and thus the inclusion of
position-dependent local convection coefficient and bulk tem-

erature rise within the various channels, would be expected to

mprove the accuracy of the simulations. Calculations of this type,

51401-8 / Vol. 131, MAY 2009
using the FLUENT code, have been recently described in the litera-
ture for solving the conjugate problem of dendritic convective
channels in a disk receiving a heat flux on its top surface �38�.
Such an undertaking for the configurations studied in the present
paper would be a good topic for future research, along with opti-
mization of the heat transfer performance using the sophisticated
model.
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Nomenclature
d 	 channel width
D 	 channel hydraulic diameter
f 	 friction factor

Fz 	 vertical heat flux
h 	 heat transfer coefficient

havg 	 experiment-derived average heat transfer
coefficient

hint 	 interface thermal conductivity
hwall 	 convection coefficient on channel wall

H 	 elastic modulus
Nu 	 Nusselt number
Pc 	 contact pressure
Pr 	 Prandtl number
R 	 interface thermal resistance

Re 	 Reynolds number based on channel hydraulic
diameter

t 	 channel height
T 	 temperature

TB 	 bulk fluid temperature
Ts 	 local temperature within an analysis surface

Greek Symbols
�P 	 differential pressure drop

� 	 thermal conductivity
�int 	 thermal conductivity of an interface material
� f 	 thermal conductivity of the cooling fluid
� 	 surface roughness
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Predicting Heat Transfer in Long
R-134a Filled Thermosyphons
When traditional air-to-air cooling is too voluminous, heat exchangers with long ther-
mosyphons offer a good alternative. Experiments with a single thermosyphon with a large
length-to-diameter ratio (188) and filled with R-134a are presented and analyzed. Satu-
ration temperatures, filling ratios, and angles of inclination have been varied in wide
ranges. A higher sensitivity of evaporation heat transfer coefficients on reduced pressure
than in previous work has been found. Measurements revealed the effect of pressure or
the saturation temperature on condensation heat transfer. The condensate film Reynolds
number that marks a transition from one condensation heat transfer regime to another is
found to depend on pressure. This effect was not accounted for by correlations from the
literature. New correlations are presented to predict condensation and evaporation heat
transfer rates. �DOI: 10.1115/1.3000969�

Keywords: heat pipe, thermosyphon, heat exchanger, R-134a
Introduction
The heat transfer in thermosyphons is based on a continuous

ycle of the vaporization and condensation processes. The ther-
osyphon, or heat pipe if equipped with a wick inside, is heated

t the evaporator, which causes evaporation of a part of the fluid.
he vapor flows to the condenser, where the fluid condenses while
iving off its latent heat, caused by cooling from the outside. The
ondensate flows back to the heated section along the wall by
ravitation or capillarity, which closes the cycle. The process is
chematically shown in Fig. 1, which also defines the angle with
he vertical, �, and the adiabatic region.

Thermosyphons are used to foster heat transfer between two
as streams in certain conditions �1,2�. Our studies �3,4� have
ocused on heat pipe equipped air-to-air heat exchangers in which
wo plate heat exchangers are coupled with multiple thermosy-
hons. Since air-to-air plate exchangers require quite some space,
he heat pipes applied need to be long. This is the reason why the
resent study focuses on 3 m long thermosyphons with a length-
o-diameter ratio of 187.5. Vasiliev �5,6� gave an overview of
pplications of heat pipes and thermosyphons, including heat
ipes for application in space. Long thermosyphons appear not to
ave been investigated yet. The single thermosyphon of the
resent study is filled with R-134a as a working fluid for applica-
ion reason explained below.

The commercial use of heat exchangers equipped with long
eat pipes is the following. Stand-alone electricity power genera-
ors are usually cooled with ambient air. Particularly in warmer
ountries, heat pipe equipped heat exchangers provide an alterna-
ive for air-to-air heat exchangers at low air temperature differ-
nces. Advantages of heat pipes are high heat recovery effective-
ess, compactness, absence of moving parts, light weight, relative
conomy, absence of external power requirements, pressure tight-
ess, and absence of cross-contamination between streams and
eliability �7,8�.

Especially during nights in warmer countries, system tempera-
ure may drop considerably. The filling with R-134a as a working
uid prevents freezing. R-134a as a working fluid in thermosy-
hons was hardly investigated up to the present study.

The goal of this research is to measure evaporation and conden-
ation heat transfer in a long R-134a filled thermosyphon, to as-
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sess the merits of existing predictive methods for heat transfer in
thermosyphons, and, if necessary, to adapt existing models in a
physically consistent way in order to accommodate the new ex-
perimental findings with the long thermosyphon.

2 Experimental
The total length of the thermosyphon is 3 m, of which the

evaporator Levap is 1.20 m, the condenser Lcond is 1.45 m, and the
adiabatic section is 0.35 m. The tube is made of copper, 16 mm
outer diameter and 0.8 mm wall thickness, with a smooth inner
surface. The length-to-diameter ratio is large: 187.5. The working
fluid is R-134a. Experiments are performed with filling ratios of
25%, 62%, and 100%. The filling ratio is defined as

Fe =
Vf

Vevap
�1�

where the evaporator volume, Vevap, is �ri
2Levap, where ri is 7.2

mm, and the volume of fluid, Vf, is the volume of liquid plus the
volume that would be obtained if the vapor would be condensed
to liquid. Before filling the tube, the tube is at vacuum. After
filling only R-134a liquid and vapor fill the pipe. The pressure
after the evacuation process is less than 6 Pa due to residual inert
gases. The mass of R-134a added at vacuum is measured with 0.1
g accuracy.

Thermocouples �K-type, 0.75°C in accuracy� are welded at the
outer wall of the tube to measure the axial temperature distribu-
tion. A thermocouple is soldered at every 190 mm. The K-type
thermocouples are coupled with a IOtech 16 bit signal converter.
To avoid deviations in temperature measurements due to the ther-
mocouple location on the perimeter, the inclination of the thermo-
syphon is sideways. All thermocouples are mounted in front. Tem-
perature differences over the perimeter of the thermosyphon,
which are to be expected due to a partial dryout at inclination,
have no effects on measurements. All thermocouples are cali-
brated in situ by an isothermal run. Mean deviations between the
thermocouples at the condenser, evaporator, and adiabatic section
are within 0.3°C.

At the evaporator end, the pressure is measured with a manom-
eter at a frequency of 100 Hz. The manometer accuracy is 2%
after calibration in the range of 0–40 bar, typically 0.5 bar accu-
rate. The manometer output is averaged and read at 1 Hz. A 16 bit
signal converter is applied for data acquisition. At the top, a Pt-
100 of 0.06 m probe depth is mounted into the tube to measure the

saturation temperature.

MAY 2009, Vol. 131 / 051501-109 by ASME
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The experimental apparatus is shown schematically in Fig. 2.
n electric heater is attached at the evaporator outer wall, consist-

ng of three 4 mm diameter heater elements, 1.20 m heated length
f 650 W each, distributed equally over the perimeter and placed
n the axial direction. To enhance the thermal contact between the
eater elements and the tube, thermal pasta is applied equally over
he length of the heaters. Together with equally spaced hose clips
round the heater elements, all mounted with a 3 N m moment,
he heat input can be regarded as uniform over the evaporator
ength. The heat input by the electric heater is controlled by a

attmeter and measured with 1% accuracy of the measured value,
ypically within 1 W. A 20 mm layer of polyethylene foam insu-
ation surrounds the condenser section with the water jacket. The
vaporator section with the heater elements is surrounded by a 40
m glass wool insulation to minimize heat losses to the environ-
ent. The heat losses are measured with a heat flux sensor with an

ccuracy of 5 W /m2, positioned on the outside of the insulation.

Fig. 1 Schematic view of a thermosyphon
Fig. 2 Schematic view of the experimental setup

51501-2 / Vol. 131, MAY 2009
The heat loss to the surrounding can be calculated to be 0.5% of
the heat input at worst. The heat flow rate at both the condenser
and the evaporator is corrected for these heat losses to the envi-
ronment.

Tap water flows through the water jacket surrounding the con-
denser for cooling. The tap water flow is measured by a flow
meter, suitable for flow velocities of 0–1 m/s and flow rates of
0–0.18 l/s within 0.01 l/s accuracy.

The temperature of the water is measured upstream and down-
stream the water jacket with two Pt-100 sensors. All Pt-100 sen-
sors are calibrated with accuracy better than 0.1°C for the tem-
perature range of 0–100°C. The rejected heat at the condenser is
calculated according to Eq. �2� after the substitution of the appro-
priate values for tap water,

Q = ṁ · �hin − hout� = ṁ · �cp,inTin − cp,outTout� �2�
The two Pt-100 sensors for measuring tap water inlet and outlet
temperature at the condenser are corrected for an offset obtained
from an isothermal run. The uncertainties of all measured and
calculated parameters are estimated according to Ref. �9�.

Measurements are performed at inclination angles � from 0 deg
to 87 deg. The angle is determined at 0.2 deg accuracy. High
cooling water temperatures are to be achieved to indirectly vary
the saturation temperature inside the thermosyphon between 20°C
and 75°C. This corresponds with pressures of 5.7–20.6 bar. A
boiler enables preheating of the condenser cooling water. The
cooling inlet temperature, the cooling water mass flow rate, and
the heat input of the heater elements at the evaporator are con-
trolled, which enables control of the saturation temperature. At the
top of the condenser, all air possibly caught in the cooling water
system exits with a water overflow to a sink.

3 Experimental Results
The following results will be presented:

• Heat transfer dependencies on saturation temperature in the
range of 20–75°C for the vertical orientation, �=0 deg,
and a filling ratio Fe of 62%.

• Heat transfer dependencies on the angle of inclination in the
range of 0–87 deg for a filling ratio of 62% and for a satu-
ration temperature of 20°C.

• Heat transfer dependencies on filling ratios in the range of
25–100% for a saturation temperature of 20°C and for a
vertical orientation.

3.1 Effects of Saturation Temperature on Phase Change
Heat Transfer. The measurements were performed at steady
state, and it typically took 20 min to reach a steady state condi-
tion. Measurements were done at each condition during 5 min to
check the steady state condition and to guarantee proper averag-
ing. Figure 3 shows a typical example of the thermosyphon wall
temperature histories during a measurement. This figure shows
that the variation is less than 0.1°C. Effects of axial conduction
through the copper wall are negligible compared with the axial
heat transfer of the thermosyphon.

Figure 4 shows the heat flow rate measured from the tempera-
ture difference over the water outlet and water inlet at the con-
denser side and the electric heater at the evaporator side. The error
bars on the measured condenser heat flow rates account for the
accuracies of the cooling water flow meter and cooling water tem-
perature difference measurements on a 95% confidence interval.
At steady state these heat flow rates should be equal. Figure 4
shows that this is the case. The measurements in Fig. 4 are the
results of the thermosyphon at a vertical position with a filling
ratio of Fe=62% and for saturation temperatures of 20°C, 35°C,
40°C, 55°C, 65°C, and 75°C. Other angles of inclination and
filling ratios gave similar results.

Figure 5 presents the mean wall temperature difference between
the evaporator and the condenser. The mean condenser tempera-

ture is defined as the average of the four thermocouples at the
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ondenser wall, and the mean evaporator temperature is the aver-
ged wall temperature of the six thermocouples at the evaporator
all. The variation in each thermocouple is less than 0.1°C. The

emperature difference between the condenser and the evaporator
ncreases with increased heat flux.

To calculate heat transfer coefficients for the condensation and
vaporation processes, both the wall temperatures and the satura-
ion temperatures need to be known. In our experiments, the satu-
ation temperature is measured with an inside Pt-100, but many
uthors �10,11� took the adiabatic section temperature as the satu-
ation temperature. Figure 6 gives a typical example of the differ-
nces in saturation temperature depending on whether the satura-
ion temperature is obtained with the intruding Pt-100 �called
aturation�, the averaged adiabatic wall temperature �called Adia-
atic�, or the Antoine relation �called Pressure sensor�. It follows
rom Fig. 6 that the adiabatic wall temperature is not always the
ame as the inner saturation temperature. Agreement is only ob-
erved at high heat transfer rates, exceeding 400 W, corresponding
ith heat fluxes at the evaporator of 7.4�103 W /m2. The mea-

ured saturation temperature has a systematic error at heat transfer
ates below 400 W. Possibly, condensation at the intruding Pt-100

ig. 3 Typical histories of wall temperatures, Q=400 W for
ertical orientation, Fe=62%

ig. 4 Comparison of measured heat flow rates at evaporator
nd condenser at Fe=62%, vertical orientation, for various
aturation temperatures, Aevap=0.0543 m2, and Acond

2
0.0656 m

ournal of Heat Transfer
occurs, resulting in too low temperatures. The saturation tempera-
ture is alternatively calculated from the measured saturation pres-
sure with the Antoine relation, Eq. �3�. However, this is less ac-
curate, taking the accuracy of the pressure measurement into
account, which is typically 0.5 bar,

T =
B

A − ln�p�
− C �3�

with A=10.52, B=2484, and C=263.1, pressure in bar, and T in
°C.

The same discrepancies between the saturation temperature,
adiabatic wall temperature, and saturation temperature obtained
from pressure measurements are observed at lower saturation tem-
peratures and other filling ratios and inclination angles. Care
needs to be taken when zooming in on the evaporation or conden-

Fig. 5 Measured mean temperature differences between
evaporator and condenser versus heat flow rate and evapora-
tor heat flux for various saturation temperatures at Fe=62% and
for vertical orientation. The evaporator heat flux scale is linear.

Fig. 6 Typical deviation in measurements of the saturation
temperature with several methods, compared with the mean
evaporator and condenser temperatures. Lines are given to

guide the eye.
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ation process separately because in order to calculate heat trans-
er coefficients accurately at the condenser and evaporator, a cor-
ect temperature difference between the condenser, saturation and
vaporator is of great importance. In view of Fig. 6, the adiabatic
all temperature measured with two thermocouples has been se-

ected for further analysis of the condensation and evaporation
rocesses.

The measured mean heat transfer coefficient � at the condenser
ide is now defined by Eq. �4�, and that at the evaporator side is
efined by Eq. �5�,

�cond =
Q

Acond�Tadiabatic − Tcond�
�4�

�evap =
Q

Aevap�Tevap − Tadiabatic�
�5�

ere Acond=0.0656 m2 and Aevap=0.0543 m2.
This yields the results in Figs. 7 and 8. Note the difference from

he results in Fig. 5, which showed a temperature difference be-
ween the evaporator and condenser. Heat transfer coefficients for

ig. 7 Measured heat transfer coefficient condenser side for
arious saturation temperatures, Fe=62%, and vertical orienta-
ion. Lines are given to guide the eye.

ig. 8 Measured heat transfer coefficient evaporator side for
arious saturation temperatures, Fe=62%, and vertical orienta-

ion. Lines are given to guide the eye.

51501-4 / Vol. 131, MAY 2009
condensation first decrease for increased heat transfer rate and
then increase. A minimum in condensation heat transfer coeffi-
cient of 1300 W /m2 K exists around a heat transfer rate of 500
W. At heat transfer rates up to 400 W, a higher saturation tempera-
ture is beneficial for condensation heat transfer, for example,
1800 W /m2 K at 200 W for Tsat=75°C versus 1400 W /m2 K at
200 W for Tsat=20°C. Note the high errors at low heat flow rates
in Figs. 7 and 8. This follows from the definitions of � in Eqs. �4�
and �5� and the accuracy of the temperature measurements in Sec.
2. The heat flow rate is in the order of 102 W. The area is in the
order of 10−2 m2, and the temperature difference is in the order
1°C.

Heat transfer coefficients for evaporation increase from 1000 to
approximately 3000 W /m2 K with increasing heat transfer rates
�see Fig. 8�. With increasing saturation temperatures, the heat
transfer coefficient for evaporation increases at a given heat trans-
fer rate. In general, higher heat transfer coefficients are measured
at the evaporator side than at the condenser side.

3.2 Effects of the Angle of Inclination With the Vertical on
Phase Change Heat Transfer. Similar steady state measurements
as shown in Figs. 3 and 4 are performed for a constant saturation
temperature of 20°C for various angles of inclination. Measure-
ments are performed at a filling ratio of 62%, at inclination angles
of 0 deg, 8 deg, 16 deg, 30 deg, 60 deg, and 83 deg. Not shown,
but also performed, are measurements at 75°C at angles of 0 deg,
60 deg, 83 deg, and 87 deg. Figure 9 shows the mean temperature
difference between the condenser and evaporator.

Coefficient �cond is found to be in the range of 1300–
2200 W /m2 K �see Fig. 10�. Figure 10 shows that condensation
heat transfer at low heat transfer rates increases with an increase
in the inclination angle at constant saturation temperature. This
dependency vanishes at heat transfer rates above 800 W.

At the highest heat flow rate found, the condensation heat trans-
fer coefficient levels off at inclination angles larger than 60 deg.
Possibly, the condenser is flooded by liquid rushing up from the
evaporator, as observed by Gross �12�. A typical axial vapor ve-
locity is 1 m/s.

Heat transfer coefficients at the evaporator side increase from
2

Fig. 9 Measured mean temperature differences between
evaporator and condenser for various inclination angles, Fe
=62%, and Tsat=20°C
1000 to almost 4000 W /m K at an increasing heat flow rate �see
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ig. 11�. The heat transfer coefficient at the evaporator side does
ot show a clear dependency on the angle of inclination.

3.3 Effects of the Filling Ratio on Phase Change Heat
ransfer. Similar steady state measurements as shown in Figs. 3
nd 4 are performed for various filling ratios. The saturation tem-
erature and angle of inclination are kept constant at 20°C and
ertical, respectively. All previous measurements were performed
t a filling ratio of 62%, which resulted in a good working of the
hermosyphon system up to the operating limit. A filling ratio of
00% is chosen to see the dependency on overfilling the thermo-
yphon, where a filling ratio of 25% results in a forced dryout
ithin the working temperature range. The temperature difference
etween the condenser and evaporator at constant heat flux at a
lling ratio of 25% is systematically higher compared to filling
atios of 62% and 100%. The lowest filling ratio of 25% has the
ighest heat transfer resistance. Further overfilling from 62% to
00% hardly affects the behavior of the thermosyphon.

ig. 10 Measured heat transfer coefficient condenser side for
arious inclination angles, Fe=62%, and Tsat=20°C. Lines are
iven to guide the eye.

ig. 11 Measured heat transfer coefficient evaporator side for

arious inclination angles, Fe=62%, and Tsat=20°C

ournal of Heat Transfer
4 Analysis
In general, higher heat transfer coefficients for evaporation than

for condensation are measured. Boiling at the inner wall of the
thermosyphon results in bubbles escaping from the liquid pool at
the evaporator section, which is typical of nucleate boiling. The
liquid at the wall is refreshed in this way, and diffusion plays a
less important role in boiling than in condensation. It will be
investigated below whether the concrete trends measured for the
long thermosyphon can be predicted with existing correlations for
short thermosyphons.

The large length-over-diameter ratio of the present thermosy-
phon makes it necessary to investigate the possibility of occur-
rence of geometry determined physical phenomena, such as liquid
entrainment and confined boiling. There exists an operational heat
flux limit of thermosyphons at which liquid entrainment comes
into play. Such entrainment limits in thermosyphons are exten-
sively described in the literature �see, for example, Ref. �13��. The
operating conditions for our measurements were selected such that
liquid entrainment did not occur. Recently we performed measure-
ments at the same operating conditions with a transparent thermo-
syphon with the same wetting characteristics as R-134a on copper
�4�. It has been shown in these measurements that in the conden-
sation area a liquid film exists and that only occasionally does
droplet splashing into the liquid film occur in the adiabatic region
between the evaporator and condenser areas.

Confinement boiling may cause special flow patterns to occur
in a thermosyphon �14,15�. Capillary flow effects in the internal
flow in a thermosyphon are usually indicated by a low value of the
Bond number, defined as ��l ·g ·d2 /�, with � as the surface ten-
sion coefficient and d as the diameter. Typical values of the Bond
number in our experiments are in the range of 16–34. For our
working fluid, R-134a, it was recently demonstrated that the typi-
cal problems related to confined flow boiling do not occur in a
pipe with the same diameter as the one used for our thermosyphon
�16�. It is concluded that existing correlations for short thermosy-
phons should, in principle, be applicable to our measuring condi-
tions. This is further investigated below.

A clear separation of the evaporation and the condensation pro-
cesses increases accuracy in the prediction of phase change heat
transfer. Gross �12� reviewed models of heat transfer in film con-
densation and experiments of heat transfer in the condensation
process in thermosyphons, as well as the evaporation process �17�.
However, the databases on which correlations for condensation
and boiling heat transfer in thermosyphons were based do not
contain the working fluid R-134a and were obtained with tubes
that are short compared with our thermosyphon. In addition, quite
some scatter among data was found, and, in particular, the effect
of pressure remained unclear. Extrapolation of existing correla-
tions to the present situation with R-134a and a 3 m long tube is
therefore somewhat awkward; it yielded unsatisfying results, as
will be shown below.

Many models generally applicable to filmwise condensation
heat transfer and pool boiling heat transfer exist in the literature,
some of which are possibly applicable to heat transfer in thermo-
syphons. Most important models will be examined below.

4.1 Condensation Heat Transfer. To analyze condensation
heat transfer, it is convenient to introduce a film Reynolds number
�18,19�,

Ref =
4ṁcond

� f
�6�

with

ṁcond =
Q

�hfg�di
�7�

where ṁcond is the mass flow rate of condensate per unit perimeter.

The Nusselt number reads

MAY 2009, Vol. 131 / 051501-5
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Nu =
�condL

	 f
�8�

ith a typical length scale �12,20�, as is common in film conden-
ation theory,

L = �
2

g
�1/3

�9�

ome models for condensation heat transfer of liquid films of
ertical surfaces are now reviewed. The Nusselt model �18� yields

�cond = 1.47Ref
−1/3�� f�� f − �v�g

� f
2 �1/3

	 f �10�

he model of Butterworth �18� yields

�cond = � Ref

1.08Ref
1.22 − 5.2

��� f�� f − �v�g
� f

2 �1/3

	 f �11�

The model of Thumm et al. �20� for heat transfer in film con-
ensation of water in a vertical tube with countercurrent vapor
ow corrects the Nusselt model given by Eq. �10� for turbulent
ondensate film flow at high Ref.

Chun and Kim �19� presented the following correlation for
lmwise condensation heat transfer on vertical surfaces:

Nu = 1.33 Ref
−1/3 + 9.56 · 10−6 Ref

0.89 Pr0.94 + 8.22 � 10−2

�12�

alid for 10�Ref �3.1�104 and 1.75�Pr�5.0. The models re-
iewed above are found not to be valid for 3 m long R-134a filled
hermosyphons. This will be explained below.

Figure 12 shows a comparison of measured and predicted heat
ransfer coefficients by the models of Nusselt, Butterworth,
humm et al. �20�, and Chun and Kim �19� for saturation tem-
eratures of 20–75°C and for a filling ratio of 62%. Existing
orrelations underpredict our data. This underprediction can be
emoved by accounting for the dependency of a transition Rey-
olds number, Ref ,trans, on reduced pressure, as will be explained
elow.

The model of Butterworth enhances the model of Nusselt by
aking laminar wavy film condensate heat transfer into account.
utterworth still predicts lower heat transfer coefficients than the
nes measured. Both models do not catch the effects of counter-
urrent vapor flow, which affects the liquid film thickness and
aviness. These models show a trend for the effect of saturation

ig. 12 Comparison of measured and predicted heat transfer
oefficient condenser sides for various models at various satu-
ation temperatures, vertical orientation, and Fe=62%
emperature on condensation heat transfer, which is opposite to

51501-6 / Vol. 131, MAY 2009
the one observed in our measurements. Extrapolated to our spe-
cific application, the model of Thumm et al. �20� does not agree
well with the present measurements.

From the work of Cavallini et al. �21�, it follows that conden-
sation heat transfer coefficients of refrigerants inside a plain round
tube are affected by saturation temperature, which is directly re-
lated to reduced pressure. The correlation of Chun and Kim �19�,
Eq. �12�, does not take this dependency into account. We modified
this correlation and used the reduced pressure to account for a
dependency of the minimum Nusselt number in a way described
below.

The following correlation for the measured data presented in
Sec. 3.1 is proposed:

Nu = �3.52 � 0.14� · preduced
0.46 · Ref

−1/3 + �1.8 � 0.2�

� 10−4 · preduced
−0.42 · Ref

0.74 �13�

with

preduced =
p

pc

All uncertainties in Eq. �13� are for a 95% confidence interval.
The new correlation �Eq. �13�� is valid for a vertical R-134a filled
thermosyphon with

200 � Ref � 5000

0.1411 � preduced � 0.5811

Fit statistics are F=45 and r2=0.51, caused by the scatter of
measured data at low heat flow rates. The correlation coefficient r2

is defined by �22�

r2 = �
i=1

N

�ŷi − ȳ�2	�
i=1

N

�yi − ȳ�2 �14�

where N is the number of measurements with outcome yi, ŷi are
the corresponding predictions with the fit function, and ȳ is the
average of the set 
yi�. The number of parameters used in the fit, k,
of course, affects the quality of the fit. Whereas the correlation
coefficient should preferably have a value close to 1, the param-
eter F should at the same time have a maximum value,

F =��
i=1

N

�ŷi − ȳ�2	�
i=1

N

�yi − ŷi�2 · �N − k�/�k − 1� �15�

Figure 13 shows a comparison of measured and predicted heat
transfer with the new correlation �Eq. �13�� for various saturation
temperatures, a vertical position, and a filling ratio of 62%.

At small Ref, the film is laminar and becomes thicker at in-
creasing Ref. If heat transfer is mainly by conduction through the
thin condensate film, the heat transfer decreases with increasing
film thickness. This is accounted for in the first term of Eq. �13�.
Above a transition Reynolds number, Ref ,trans, the film flow be-
comes wavy and turbulent, which increases heat transfer. To ac-
count for this heat transfer enhancement, usually special “wave
factors” are suggested to correct Nusselt’s theory �Eq. �10�� �see
the review by Gross �12��. To account for heat transfer enhance-
ment at Reynolds numbers above the transition Reynolds number,
the second term of Eq. �13� is introduced in a similar way as Chun
and Kim did �19�. The form of Eq. �13� prevents discontinuity for
the prediction of condensation heat transfer at transitional Rey-
nolds numbers. The Ref ,trans number, where a transition from lami-
nar to turbulent film flow and a minimum in condensate film heat
transfer occur, is dependent on Pr in the model of Chun and Kim
�19�. However, from the new measurements, the following are
found:

• For low Reynolds numbers, an increased reduced pressure
�thus an increase in saturation temperature� leads to en-

hanced heat transfer.
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• The Reynolds number where the second term of Eq. �13�
starts to get significant, Ref ,trans, depends on the reduced
pressure.

he above mentioned effects of the reduced pressure are clearly
hown in Fig. 14.

The reduced pressure also occurs in the second term of Eq.
13�, a modification of the correlation of Chun and Kim �19�,
ecause of the second observation. It occurs in the first term be-
ause this term dominates at low Reynolds numbers and because
f the first observation. That the exponent accounting for the de-
endency on pressure in the second term is negative �−0.42� is
ecause an increase in pressure in the case of a wavy and/or
urbulent condensate film flow reduces heat transfer. The exponent
or the reduced pressure in the first term is found by a separate fit
f the measured data for Ref below the Ref ,trans at the correspond-
ng reduced pressure. All data at Ref above the Ref ,trans at the
orresponding reduced pressure are fitted separately to find the
xponents for Ref and preduced in the second term of Eq. �13�. Note
hat the product of the constant and the reduced pressure term in
he first term of Eq. �13�, i.e., �3.52�0.14� · preduced

0.46 , is in the order
f 1, as is common in literature for laminar film condensation.

ig. 13 Film condensation heat transfer in a vertical thermo-
yphon, Fe=62%, vertical orientation, and accuracy of present
orrelation „Eq. „13……

ig. 14 Condensation heat transfer versus film Reynolds

umber for various reduced pressures
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4.2 Evaporation Heat Transfer. Two pool boiling models
for evaporation of refrigerants are now examined: Cooper and
Gorenflo �23�. Both models take the dependency of the evapora-
tion heat transfer coefficient on the saturation pressure into ac-
count via an explicit parameter. The Cooper model is

�evap = 55preduced
0.12–0.4343 ln�Rp��− 0.4343 ln�preduced��−0.55 � M−0.5q0.67

�16�

with preduced as the reduced pressure, p / pc �pc is 4.06 MPa for the
fluid R-134a used here�, Rp as the surface roughness in microme-
ters �typically 1 �m�, M as the molecular weight of the conden-
sate in kg/kmol �typically 102 kg/kmol for R-134a�, and q as the
heat flux in the W /m2 evaporator area. The Gorenflo model is

�evap = 4500FPF�q/20 000�0.9−0.3pr
0.3

� �Rp/0.4�0.133 �17�
with

FPF = 1.2preduced
0.27 + 2.5preduced + preduced/�1 − preduced�

Both models for evaporation heat transfer examined are found
not to be valid for 3 m long R-134a filled thermosyphons. The
new measurements show that the sensitivity of the evaporation
heat transfer coefficient on reduced pressure is clearly larger than
as represented by the power of 0.12 of Cooper �23�. Gross �17�
found a power of 0.7 for the heat flux, and Cooper found a power
of 0.67, but for the large L over D value of our measurements a
power of 0.52 is found. Figure 15 shows a comparison of the
measured heat transfer coefficient at the evaporator with the one
predicted with the new correlation �Eq. �18�� presented below and
with the models of Cooper and Gorenflo. Cooper �Eq. �16�� pre-
dicts well the heat transfer coefficients for evaporation at 20°C,
but heat transfer at higher temperatures is overestimated. Gorenflo
�Eq. �17�� overestimates the heat transfer coefficients in all cases.
The length of our thermosyphon leads to flow phenomena that are
not readily caught by a correlation for shorter tubes. Gross �17�
already showed how complicated it is to correlate all available
boiling heat transfer data of thermosyphons: 88.5% of the data
were only predicted within �50% accuracy.

For the present measurements of Sec. 3.1, the following equa-
tion is found to do well:

�evap = �28 � 3� · preduced
�0.24�0.01� · q�0.52�0.01� �18�

with q as the heat flux at the evaporator. All uncertainties are at a
2

Fig. 15 Comparison of measured and predicted heat transfer
coefficient evaporator sides for various models at various satu-
ration temperatures, vertical orientation, and Fe=62%
95% confidence interval. The fit statistics are F=1178 and r
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0.98. Figure 16 shows the prediction of the heat transfer coeffi-
ients with the new correlation at various saturation temperatures.

Conclusions
The evaporation and condensation heat transfer in a 3 m long

-134a filled thermosyphon, with L /D ratio of 188, have been
nvestigated in a wide operating range. Knowledge of these heat
ransfer characteristics facilitates future design of air-to-air heat
xchangers equipped with thermosyphons of this length, as ex-
lained in the introduction. Evaporation heat transfer coefficients
ave been measured to be in the range of 1000–
000 W /m2 K. Condensation heat transfer coefficients have been
easured to be in the range of 1300–2300 W /m2 K.
The following new trends have been observed:

• The effect of pressure, or Tsat, on condensation heat transfer
enhancement is twofold.

• For low condensate film Reynolds number, Ref, an increase
in pressure leads to an increase in heat transfer, a tendency
that is familiar.

• The Reynolds number that marks the transition from this
low Reynolds number heat transfer regime to another re-
gime with a different tendency, Ref ,trans, depends on
pressure.

• The effect of pressure, or Tsat, on evaporation heat trans-
fer is higher for the long R-134a filled thermosyphon than
that measured previously for all other, shorter,
thermosyphons.

xisting correlations underpredict our data particularly because of
hese effects of pressure. For this reason, new correlations for
ondensation and evaporation heat transfer coefficients have been
resented.

Physical explanations for the trends observed have been pre-
ented. The dependency of Ref ,trans on pressure only transpires if
ccurate data in a wide range are carefully examined, and the
uthors are confident that this dependency applies to all thermo-
yphons with similar filling fluids and, more importantly, with

ig. 16 Comparison of measured and predicted heat transfer
oefficient evaporator sides with the present correlation „Eq.
18…… at various saturation temperatures, vertical orientation,
nd Fe=62%. See Fig. 13 for the legend.
imilar L over D ratios.
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Nomenclature
A  surface area, m2

Fe  filling degree
L  length, m

M  molecular weight, kg/kmol
Nu  Nusselt number
Pr  Prandtl number
Q  heat flow rate, W

Rp  typical surface roughness, �m
Re  Reynolds number

T  temperature, °C
V  volume, m3

cp  heat capacity at constant pressure, J / �kg K�
d  diameter, m
g  acceleration due to gravity, m /s2

�hfg  enthalpy of evaporation, J/kg
ṁ  mass flow rate, kg/s
p  pressure, Pa

preduced  reduced pressure
q  heat flux, W /m2

r  radius, m

Greek
�  heat transfer coefficient, W / �m2 K�
�  inclination angle to the vertical, deg
	  thermal conductivity, W / �m K�
�  dynamic viscosity, Pa s

  kinematic viscosity m2 /s
�  mass density, kg /m3

�  surface tension, N/m

Subscripts
cond  condenser
evap  evaporator

f  fluid
i  inner
l  liquid

sat  saturation
v  vapor
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Experimental Investigation of the
Effects of Fluid Properties and
Geometry on Forced Convection
in Finned Ducts With Flow
Pulsation
An experimental study was conducted on the effects of flow pulsation on the convective
heat transfer coefficients in a flat channel with series of regular spaced fins. Glycerol-
water mixtures with dynamic viscosities in the range of 0.001–0.01 kg/ms were used as
working fluids. The device contains fins fixed to the insulated wall opposite to the flat and
smooth heat transfer surface to avoid any heat transfer enhancement by conduction of the
fins. Pulsation amplitude xo�0.37 mm and pulsation frequencies f in the range of
10 Hz� f �47 Hz were applied, and a steady-flow Reynolds number in the laminar
range of 10�Re�1100 was studied. The heat transfer coefficient was found to increase
with increasing Prandtl number Pr at a constant oscillation Reynolds number Reosc. The
effect of the dh /L ratio was found to be insignificant for the system with series of fins and
flow pulsation due to proper fluid mixing in contrast to a steady finned flow. A decrease
in heat transfer intensification was obtained at very low and high flow rates. The heat
transfer was concluded to be dynamically controlled by the oscillation.
�DOI: 10.1115/1.2970068�

Keywords: heat transfer, flow pulsation, finned channels, thermal boundary layers
Introduction
The augmentation of convective heat transfer has become a

ubject of interest in recent times because of its implications in
umerous natural phenomena and engineering applications, such
s in nuclear power reactors, microreactor systems, and electronic
evices. One of the techniques that have been adopted is the com-
ination of pulsating flow and series of sharp edges in ducts. With
his technique, it is possible to decouple fluid mixing and heat
ransfer performance from the mean flow velocity �1�. According
o Ni and Gough �2�, the fluid mechanical conditions for this kind
f system were described to be complex, with similar magnitudes
f both axial and radial velocity components.

In general, pulsating equipment may be classified into two main
ypes: �a� one where pulsation is generated by the alternating mo-
ion of some intrinsic elements in a column or channel such as in

reciprocating plate column and �b� another where oscillation is
roduced by the hydraulic transmission of a perturbation to the
iquid contained in a column or channel using, e.g., positive dis-
lacement pumps to introduce the feed into the system �3�.

Several research works have been made on the combined ef-
ects of oscillatory flow and fins or baffles in ducts or channels on
eat transfer intensification. In the work of Zhang et al. �4�, a
umerical study of the laminar natural convection on a vertical
affle plate subjected to a periodic oscillation was performed. It
as found that the heat transfer intensification increases with in-

reasing dimensionless oscillation frequency and amplitude but
ecreases with the Grashof number. Chang and Shiau �5� also
erformed a numerical study on the effects of a single horizontal
affle and flow pulsation on the heat transfer characteristics of
pposing mixed convection in a parallel vertical open channel.

Contributed by the Heat Transfer Division ASME for publication in the JOURNAL

F HHEAT TRANSFER. Manuscript received August 24, 2007; final manuscript received

ay 13, 2008; published March 16, 2009. Review conducted by Bengt Sunden.

ournal of Heat Transfer Copyright © 20
The heat transfer coefficient was observed to increase with in-
creasing pulsation magnitude for a low Prandtl number Pr fluid
�5�. In addition, the heat transfer coefficient was found to increase
with increasing Prandtl number Pr at a constant pulsation ampli-
tude. A better heat transfer was found to be generated in the chan-
nels containing series of baffles/fins coupled with flow pulsation.
A significant heat transfer enhancement was reported for an
orifice-type baffled tube with flow oscillation at low net flow rates
in Refs. �1,6� using conducting baffles with reverse oscillations.
The same observation was reported in Refs. �7–9� using series of
nonconducting fins in a flat channel. The influence of the pulsation
amplitude was reported to be of small significance on the heat
transfer coefficient �1�. However, the pulsation amplitude was
found to significantly influence the heat transfer coefficient in
Refs. �8,9�. It is important to consider the dependence of the heat
transfer coefficients as well as the intensification factor on the
Prandtl number Pr and the effects of the diameter to length ratio of
the duct.

This paper provides information on the effects of these param-
eters on the heat transfer coefficients as well as on the intensifi-
cation factor over a wide range of the laminar flow regime using
nonconducting fin geometry and oscillations generated upstream
of the flow. The fins were arranged on the insulated wall opposite
to the smooth and plain heat transfer surface only to interact with
the flow of the working fluid. This enhances the convective heat
transfer coefficient without significant gain from the heat conduct-
ing effect of the fins. Hence, a separation of the conducting effect
and the flow effect is possible.

2 Parameters Affecting the Heat Transfer Coefficients
Since the device contains fins that are regularly spaced and
assuming that the flow is fully developed such that the flow pat-

MAY 2009, Vol. 131 / 051701-109 by ASME
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erns are repeated in the duct, a simple module, which is the space
etween two fins in the duct, can be used to describe the flow
ehavior in the system.

Figure 1 shows the modular description of the flow patterns.
eat is exclusively transported from the working fluid to the up-
er channel wall. The fins were positioned on the lower channel
all, which is insulated from the environment and through which
o heat transfer takes place. The heat conducting effects of the fins
re suppressed by the insulation.

For conditions where there is flow in the finned duct but no
uperimposition of pulsation, the heat transfer coefficient within
he device depends on the mean flow velocity vm, the fluid prop-
rties �, �, �, and Cp, and the geometrical parameters, i.e., hf,
h�2s, l, b, and L. As described in standard literatures, the heat
ransfer coefficient expressed in nondimensional terms by the
usselt number Nu can therefore be stated to depend on the mean
eynolds number Re, the Prandtl number Pr, and the geometrical
arameters. A laminar flow condition allows for a combination of
e and Pr to obtain the Peclet number Pe=Re Pr �10�. For a
ombination of flow pulsation and sharp edges in ducts, the flow
ecomes complex, and two more parameters, i.e., pulsation am-
litude xo and frequency f , are added as independent parameters.
he heat transfer coefficient then depends on the mean Reynolds
umber Re, the oscillation Reynolds number Reosc, the Prandtl
umber Pr, and the geometric parameters.

Fig. 1 Description

Fig. 2 Experimental setup for heat t
centrifugal pump; „c… fin „d…; PT 100
„g… collection vessel; „h… hose pump

phragm; „l… overhead tank; „m… unbalan
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3 Heat Transfer Measurements

The experimental setup is as shown in Fig. 2. The device has an
active length of L=900 mm and a lateral extension of B
=90 mm. The channel is positioned horizontally and contains 53
fins mounted at the lower wall of the channel in a spacing of l
=15 mm. The fins were bars with a height of hf =3 mm and a
thickness of b=2 mm.

The fins are fixed on the insulated wall opposite to the plain and
smooth heat transfer plate in order to avoid direct heat conduction
by the bars. The cooling and working fluids are separated by a
copper plate with a thickness of �=6 mm. The distance between
the copper plate and the lower wall of the channel resulted in a
channel width of s=8 mm. It was initially intended to arrange the
copper plate below the fin plate in order to obtain a stable density
layering when cooling the working fluid from below. Unfortu-
nately, air was entrapped between the fins and could not be re-
moved. The channel therefore had to be operated with the cooling
wall �copper plate� above the finned wall.

However, trials proved that the additional heat transfer due to
unstable thermal layering and natural convection within the work-
ing range is insignificant. The distance between the copper plate
and the upper wall of the channel resulted in a passage for the

the flow behavior

sfer measurements. „a… cryostat; „b…
sor; „e… copper plate; „f… ratometer;
… motor; „j… connecting rod; „k… dia-
ran
sen
; „i
ced mass; and „n… insulation.
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oolant of H=10 mm. The hydraulic diameter dHc
for this com-

artment again corresponds approximately to twice the gap width,
.e., dHc

=20 mm.
The experiments were carried out with three different glycerol-

ater mixtures of 23 wt %, 43 wt %, and 52 wt % glycerol and
n isopropanol-water mixture with a dynamic viscosity of 0.0025
g/ms was used as the cooling medium. The flow direction of the
ixture and the coolant was concurrent, as shown in Fig. 2.
The working fluid flowed from an overhead tank through a

ontrol valve placed upstream of a rotameter measuring the flow
ate of the medium and into the heat exchanger. The overhead
ank contains an immersed coil heater to maintain the temperature
f the mixture. In addition, a stirrer was provided for a proper
ixing of the working fluid to make sure that the fluid with a

onstant inlet temperature enters the device. A Colora cryostat
ype KT505 was used to cool the inflow coolant to the desired

emperature and to keep it constant throughout the experiments.
he cooled isopropanol-water mixture was conveyed into the heat
xchanger by a centrifugal pump through a flowmeter. The flow
ate of the coolant was kept constant at 1977 l/h for all the experi-
ents. The inlet temperature of the coolant was in the range of

.4–2.9°C, and the operation led to coolant outlet temperatures in
he range of 3.1–4.0°C. The exiting coolant was then recycled
ack into the cryostat. The mixture inlet temperatures were in the
ange of 19–23°C, and the outlet temperatures were in the range
f 11–18°C. The cooled glycerol-water mixture was collected in
vessel and recycled back into the overhead tank with the use of
hose pump. Wall temperatures covered the range of 5.8–10.0°C
epending on the adjustment. All temperatures were measured
ith PT 100 sensors. The analog signals of the temperature mea-

urements were converted to a digital type using an NI-DAQ™mx

ase card, which is a NI USB device. The channels were con-
ected to the card using a single-ended mode. The data were dis-
layed on the PC and recorded in a ASCII file type.

Pulsation was transferred to the working fluid by a vibrating
ubber diaphragm. Depending on the frequency range, the rubber
iaphragm was driven by a motor with unbalanced masses �f
15 Hz� or a crank drive �f �15 Hz�. The motor was placed

pstream of the channel. It produced a circular vibration, and by a
oupling mechanism the circular oscillation of the motor was con-
erted to a linear vertical oscillation with an up and down move-
ent of the diaphragm. The pulsation amplitude within the chan-

el was determined by photographic means �observing tracks of
racer particles under a zero main flow condition� through the
ransparent sidewalls of the channel. The pulsation frequency cor-
esponds to the rotational speed of the motor controlled by a fre-
uency transform. The adjusted frequency was measured by a
troboscope. At the exit of the channel, an air pillow was allowed
o eliminate the oscillation in the discharged line.

A steady-flow Re range of 100�Re�1000 was investigated.
he frequency f of the pulsation was varied between 10 Hz and
7 Hz, and the pulsation amplitude xo was 0.37 mm. All the ex-
eriments were carried out at constant geometrical parameters,
.e., a relative fin height of hf /dh=0.204, a relative fin spacing of
/dh=1.021, and a relative fin thickness of b /dh=0.136. Mixtures
f glycerol and water with Prandtl numbers Pr in the range of
0�Pr�80 were used as the working fluids. For a particular fluid
ype, the experiments were carried out for both steady and un-
teady finned flows using the same flow rate setting.

Determination of Heat Transfer Enhancement
By heat balance over the entire system after steady state condi-

ions had been reached for each adjustment, the overall heat trans-
er coefficient U was obtained. This equals the steady rate of the
eat flux q̇ from the mixture through the wall into the cooling

edium, i.e.,

ournal of Heat Transfer
q̇ = U	Tlm =
ṁwC̄pw

�Twout
− Twin

�

As
�1�

where 	Tlm is the logarithmic mean temperature difference over
the entire device, As is the heat transfer area, ṁw is the mass flow

rate of the working fluid, C̄pw
is the mean specific heat capacity

determined at the average temperature of the mixture, Twin
is the

measured inlet flow temperature of the medium, and Twout
is the

measured outlet temperature of the mixed working fluid at the
outlet.

The heat transfer coefficient on the coolant side, hc
=Nuckc /dHc

, was calculated from the modified equation of
Petukhov and Popov for the transition and fully developed turbu-
lent flow with diameter to length effects �11�. All the physical
properties of the coolant were determined at its bulk mean tem-
perature, i.e., arithmetic mean of both inlet and outlet tempera-
tures. The correction factor �c /�ws was approximately taken to be
1. The change in the coolant temperature was narrow, and the
viscosity change was assumed to be insignificant.

When the values from PT 100 sensors had been steady, the
temperature data were taken for a certain time duration. The heat
transfer coefficient hwp

� due to pulsation in the working fluid sec-
tion was then calculated from the recorded database on the series
resistance for heat transfer from fluid to fluid separated by a wall
�see, e.g., Ref. �12��,

hwp

� =
1

1

U
−

1

hc
−

�

kCu

�2�

where hc is the heat transfer flux related to the logarithmic tem-
perature difference between the wall surface and the coolant and
hwp

� is the heat transfer flux related to the logarithmic temperature
difference between the working fluid and the wall surface.

The mean heat transfer coefficient due to the pulsation of the
working fluid was then calculated. The same was done for the
mean heat transfer coefficient at a nonpulsed condition. The heat
transfer enhancement factor, thus defined as the ratio of the work-
ing fluid heat transfer coefficient obtained in a pulsed flow hwp

to
that obtained in a steady flow hwo

at the same flow rate, was then
obtained. This is defined thus as

E =
hwp

hwo

�3�

5 Results and Discussion
The experiments were repeated to determine the reproducibility

of the results. In order to determine the relationship between the
sets of arrays, a statistical analysis was carried out by the deter-
mination of the correlation coefficient between the data sets. A
correlation coefficient of approximately 0.99 was found for ma-
jority of the data.

Figures 3�a� and 3�b� show the dependence of the heat transfer
coefficient of the working fluid at the copper plate on the steady
Reynolds number Re for different Prandtl numbers Pr for a steady
finned flow and a pulsating finned flow, respectively. The oscilla-
tion Reynolds number Reosc=200 was held constant at a constant
pulsation amplitude of xo=0.37 mm. The pulsation frequencies f
of 10.7 Hz, 23.2 Hz, and 46.7 Hz were used in order to obtain data
for constant Prandtl numbers Pr of 15, 37, and 78, respectively.
All geometrical parameters are constant; i.e., dh /L=0.0163,
hf /dh=0.204, l /dh=1.021, and b /dh=0.136.

The heat transfer coefficient is seen to increase consistently
with increasing main flow Reynolds number Re due to increased
convective flow. At a very low Reynolds number Re, the influence

of the Prandtl number Pr on the heat transfer coefficients ceases.

MAY 2009, Vol. 131 / 051701-3
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n Fig. 3�a�, the reason for the receding effect of the flow velocity
t a very low Reynolds number Re is the increase in the boundary
ayer thickness where only conduction of heat is possible. The
ransport of the heat out of the pulsated zone is reduced with
educed convective flow velocity �Fig. 3�b��. The system then
ecomes more determined by the convection and less determined
y the ratio of the hydrodynamic boundary layer to the thermal
oundary layer. With increasing Pr, the heat transfer coefficient
xpressed by the Nusselt number Nup for the two conditions of
ow increases at Re�100. This is qualitatively similar to what
as reported in Ref. �8� for pipe and slit systems. Furthermore,

he work of Chang and Shiau �5� using a fluid with Pr=0.71 also
eveals an increase in Nu with increasing Re.

The influence of the Prandtl number Pr on the heat transfer
nhancement E at constant Reosc=200 and xo /dh=0.025 for a
iven Re is shown in Fig. 4. For the three Re and Prandtl numbers
r�40, the enhancement E increases with increasing Prandtl
umber Pr. A decrease in E was obtained for the Prandtl number
r
40. This can be attributed to the viscous force on the fluid,
hich dampens the effect of the fluid pulsation. In Ref. �5�, Nu
20 was obtained at Re=250 for Pr=15 using a plate with a

ingle horizontal baffle and flow pulsation to study mixed convec-
ion in a parallel vertical open channel and Nu=10 when there is
o flow pulsation.

Figure 5 shows the dependence of the heat transfer enhance-
ent on Pe at constant oscillation Reynolds numbers Reosc of 200

nd 500 using the same working fluid with Pr=15. In this case,
o /dh=0.025, dh /L=0.0163, hf /dh=0.204, l /dh=1.021, and b /dh
0.136, and only the oscillation frequency changes.
With increased Reosc from 200 to 500, the maximum heat en-

ancement Emax is increased from approximately 2.1 to 2.5. This
s due to the increase in the ratio of the maximum oscillation
elerity vosc to the mean flow velocity vm, referred to as � in Ref.

ig. 3 Dependence of the heat transfer coefficient on the Rey-
olds number Re for different Prandtl numbers Pr: „a… Reosc
0, „b… Reosc=200, and xo /dh=0.025
8�. In addition, the position of Emax shifts toward lower Peclet

51701-4 / Vol. 131, MAY 2009
numbers Pe. The results of Refs. �1,6–9� qualitatively substantiate
the dependence of the heat transfer enhancement on flow rates or
Pe. In Ref. �1�, heat transfer enhancements E=1.83 and E=4.0 at
Reosc=300 and Re=300 and Reosc=200 and Re=130, respec-
tively, used an oscillatory baffled system with a fluid whose vis-
cosity is about three times higher than ours. In addition, using the
same kind of system as in Ref. �1�, Mackley et al. �6� also re-
ported E=1.22 for Reosc=200 and Re=300 and E=1.78 for
Reosc=500 and Re=300. In our system and at these conditions, as
in Ref. �6�, we obtained E=1.62 and 1.98, respectively. A maxi-
mum heat enhancement Emax of about 2.5 was reported in Refs.
�8,9�. The same qualitative observations regarding the dependence
of heat transfer enhancement on the Reynolds number were made
in Ref. �13�, even though the experimental setup was such that
there was no pulsation of the flow. The increased Reosc leads to an
increased fluid mixing and significant heat transfer from the work-
ing fluid into the cooling medium. From the flow visualization, the
flow recirculation was found upstream of the fins in addition to
the downstream recirculation eddies at this Emax for Reosc=500.

For laminar flow in smooth ducts, the heat transfer coefficient
expressed by the Nusselt number Nu is known to depend approxi-
mately on the one-third power of the ratio of the hydraulic diam-
eter to the length of the duct for Re Pr�10 �14�. Grace suggested
the same dependence for the heat transfer performance of a Kenic
mixer �15�. Figure 6 shows the dependence of the heat transfer
coefficient on dh /L for a steady finned flow. Below Re=200, the
heat transfer coefficient does not show a significant dependence
on the dh /L. At Re�200, the heat transfer coefficient monotoni-
cally increases with increasing Reynolds number Re. When dh /L
is doubled, the curve is shifted higher. This is quantitatively simi-

Fig. 4 Influence of the Prandtl number Pr on the heat transfer
enhancement at constant Reosc=200 and xo /dh=0.025

Fig. 5 Dependence of the heat transfer enhancement on the
Peclet number Pe at constant Reosc for Pr=15, xo /dh=0.025,

dh /L=0.0163, hf /dh=0.204, l /dh=1.021, and b /dh=0.136

Transactions of the ASME



l
�
a
l
6
a
o
r
t

fi
p
a
b
r
o
t

F
fi

F
i
l

J

ar to was reported in Ref. �10�. From our proposed correlation
Eq. �4��, the heat transfer performance for the finned channel was
lso found to depend on the one-third power of the diameter to
ength ratio of the duct for higher Re�200. This is shown in Fig.
. The higher exponent of the Reynolds number Re can then be
ttributed to the presence of the nonconducting fins, which were
nly used to redirect the flow. In addition, at every fin position the
eal channel diameter is reduced by 37.5%. The fluid at this posi-
ion undergoes significant acceleration,

NuO = 18.42 + C�Re�n�Pr�0.33�dh

L
�0.33

for 100 � Re � 1000 and Pr = 15

n = 2.5 and C = 2.3 � 10−6 for dh/L = 0.0163

n = 1.95 and C = 1.1 � 10−4 for dh/L = 0.0327 �4�
With superimposition of pulsation on the fluid flowing into the

nned duct, the heat transfer coefficient shows no significant de-
endence on the diameter to length ratio. This can be explained by
repeated rearrangement of the thermal boundary layer when

oth flow pulsation and fins are combined. Figure 7 shows the
esults of the experiments and our proposed correlation �Eq. �5��
btained for the system with combined conditions of flow pulsa-
ion and fins,

Nup = 7.29 + 0.00388�Re Pr�1.046

for xo/dh = 0.025, 100 � Re � 1000 and Pr = 15 �5�

ig. 6 Effect of dh /L on heat transfer coefficients for a steady
nned flow: Pr=15, hf /dh=0.204, l /dh=1.021, and b /dh=0.136

ig. 7 Effect of dh /L on heat transfer coefficients for a pulsat-
ng finned flow at Reosc=200: Pr=15, xo /dh=0.025, hf /dh=0.204,

/dh=1.021, and b /dh=0.136

ournal of Heat Transfer
From the proposed correlation of Nup �Eq. �5��, the exponents
of Re and Pr are more than the usual 0.33 of the correlations for a
steady laminar flow in smooth ducts. This suggests that the heat
transfer is dynamically controlled. In addition, it can be concluded
that the thermal boundary layers are frequently destroyed and re-
newed as a result of pulsation leading to increased thermal diffu-
sivity and higher heat transfer.

6 Conclusions
The results of the heat transfer coefficients revealed that the

system is dynamically controlled by oscillation. The diameter to
length ratio of the channel dh /L was found to significantly influ-
ence the heat transfer coefficients for a steady finned flow. For a
pulsating flow in finned ducts, the influence of the dh /L ratio was
not significant due to enhanced fluid mixing and repeated thermal
boundary layer rearrangement as a result of flow pulsation. There
is no significant influence of the Prandtl number Pr on the heat
transfer coefficients at very low Re. With increasing Prandtl num-
ber Pr, the heat transfer coefficient increases. In addition, the heat
transfer coefficient monotonically increases with increasing main
Reynolds number Re. For a given pulsation amplitude xo and
oscillation Reynolds number Reosc, the heat transfer intensifica-
tion was found to increase until we reach a Prandtl number of
Pr=40, after which a decrease in the intensification factor was
obtained. Within the experimental limits, a maximum heat transfer
enhancement Emax of 2.5 was obtained. In general, a decrease in
Emax was obtained at low and high flow rates.
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Nomenclature
xo � pulsation amplitude �m�
f � pulsation frequency �Hz�

dHc � coolant-side hydraulic diameter �m�
dh � working fluid-side hydraulic diameter

�m�
L � active length �m�
B � lateral extension �m�
l � fin spacing �m�
� � thickness of the copper plate �m�
s � working fluid-side width �m�

H � coolant-side width �m�
hf � fin height �m�
b � fin thickness �m�

vm � mean flow velocity �m/s�
vosc � maximum oscillation velocity �m/s�

U � overall heat transfer coefficient
�W /m2 K�

h � heat transfer coefficient �W /m2 K�
As � heat transfer area �m2�
T � temperature �K�

	Tlm � log-mean temperature �K�
q̇ � heat flux �W /m2�

C̄p � mean specific heat capacity �J /kg K�
k � thermal conductivity �W /m K�
� � dynamic viscosity �kg/ms�
� � density �kg /m3�

Dimensionless Numbers
E=hwp

/hwo � heat transfer enhancement factor
Nu=hdh /k � Nusselt number

Pe=vmdh�Cp /k � Peclet number
Pr=�Cp /k � Prandtl number

Reosc=2fA�dh /� � oscillation Reynolds number

Re=�vmdh /� � Reynolds number

MAY 2009, Vol. 131 / 051701-5
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ubscripts
c � coolant

max � maximum
m � mean
o � nonpulsating
p � pulsating
w � working fluid

ws � copper surface
Cu � copper

eferences
�1� Mackley, M. R., and Stonestreet, P., 1995, “Heat Transfer and Associated

Energy Dissipation for Oscillatory Flow in Baffled Tubes,” Chem. Eng. Sci.,
50�14�, pp. 2211–2224.

�2� Ni, X., and Gough, P., 1997, “On the Discussion of the Dimensionless Groups
Governing Oscillatory Flow in Baffled Tube,” Chem. Eng. Sci., 52�18�, pp.
3209–3212.

�3� Reis, N., 2006, “Novel Oscillatory Flow Reactors for Biotechnological Appli-
cations,” Ph.D. thesis, Escola de Engenharia, Universidade do Minho.

�4� Zhang, X., Maruyama, S., and Yamaguchi, H., 2005, “Laminar Natural Con-
vection Heat Transfer From a Vertical Baffled Plate Subjected to a Periodic
Oscillation,” J. Heat Transfer, 127, pp. 733–739.
�5� Chang, T., and Shiau, Y., 2005, “Flow Pulsation and Baffle’s Effects on the

51701-6 / Vol. 131, MAY 2009
Opposing Mixed Convection in a Vertical Channel,” Int. J. Heat Mass Trans-
fer, 48, pp. 4190–4204.

�6� Mackley, M. R., Tweddle, G. M., and Wyatt, I. D., 1990, “Experimental Heat
Transfer Measurements for Pulsatile Flow in Baffled Tubes,” Chem. Eng. Sci.,
45�5�, pp. 1237–1242.

�7� Olayiwola, B., and Walzel, P., 2006, “Convective Heat Transfer Intensification
in Laminar Duct Flow,” Proceedings of the ASME 2006 Second Joint U.S.-
European Fluids Engineering Summer Meeting, Miami, July 17–20.

�8� Olayiwola, B., and Walzel, P., 2008, “Cross-Flow Transport and Heat Transfer
Enhancement in Laminar Pulsed Flow,” Chem. Eng. Process., 47, pp. 929–
937.

�9� Olayiwola, B., and Walzel, P., 2007, “Flow Pulsation Modified Duct Surface
for Process Heat Transfer Intensification,” Int. J. Chem. React. Eng., 5�A71�.

�10� Gnielinski, V., 1994, VDI-Wärmeatlas (GVC), VDI-Verlag GmbH, Düsssel-
dorf.

�11� Knudsen, J. G., Hottel, H. C., Sarofim, A. F., Wankat, P. C., and Knaebel, K.
S., 1997, Heat and Mass Transfer: Perry’s Chemical Engineers’ Handbook,
7th ed., McGraw-Hill, New York.

�12� Levenspiel, O., 1998, Engineering Flow and Heat Exchange, Plenum, New
York.

�13� Rowley, G. J., and Patankar, S. V., 1984, “Analysis of Laminar Flow and Heat
Transfer in Tubes With Internal Circumferential Fins,” Int. J. Heat Mass Trans-
fer, 27�4�, pp. 553–560.

�14� Sieder, E. N., and Tate, G. E., 1936, “Heat Transfer and Pressure Drop of
Liquids in Tubes,” Ind. Eng. Chem., 28�12�, pp. 1429–1435.

�15� Grace, C. D., 1971, “‘Static Mixing’ and Heat Transfer,” Chem. Process Eng.,

52�7�, pp. 57–59.

Transactions of the ASME



I

f
n
u
m
i
t
i
h
�
F
a
f
a
a
q
a

o
b
h
A
t
m
fl

e
p
c
c
r

a
T
c

N

c
S
C

J

J. Miwa

Y. Asako1

e-mail: asako@tmu.ac.jp

Department of Mechanical Engineering,
Tokyo Metropolitan University,

Hachioji, Tokyo, 192-0397, Japan

C. Hong
Department of Mechanical Engineering,

Tokyo University of Science,
Yamazaki, Noda, Chiba, 278-8501, Japan

M. Faghri
Department of Mechanical Engineering and

Applied Mechanics,
University of Rhode Island,

Kingston, RI 02881-0805

Performance of Gas-to-Gas
Micro-Heat Exchangers
Heat transfer performance of two-stream parallel and counter-flow gas-to-gas micro-heat
exchangers are investigated numerically. Flow passages are plane channels with heights
in the range of 10–100 �m and selected lengths of 12.7 mm and 25.4 mm. Numerical
methodology is based on the arbitrary-Lagrangian-Eulerian method. Computations were
performed to find the effects of capacity ratio, channel height, and length on the heat
transfer characteristics of micro-heat exchangers. To results are presented in the form of
temperature contours, bulk temperatures, total temperatures, and heat flux variation
along the channel. It was found that the temperature inversion occurs under certain
conditions. Also, the effectiveness and the number of transfer units approach and the
estimation of the heat exchange rate were discussed. The range of parameters where the
predicted effectiveness agrees with the numerical result were investigated.
�DOI: 10.1115/1.3013828�

Keywords: heat exchanger, microscale, gas-to-gas, effectiveness, Ntu
ntroduction
Since the early work by Tuckerman and Pease �1� on high per-

ormance heat sinks for very large scale integrated chip �VLSI�,
umerous experimental and numerical investigations have been
ndertaken on fluid flow and heat transfer characteristics of
icro-channels. It is well known that gaseous flow characteristics

n a micro-channel are affected by the combined effects of rarefac-
ion �the slip on the surface�, surface roughness, and compress-
bility. The compressibility effect on the fluid flow characteristics
ave been addressed by many researchers, e.g., Prud’homme et al.
2�, Berg et al. �3�, Guo and Wu �4�, Sayegh et al. �5�, and Sun and
aghri �6�. Recently, Asako et al. �7–9� performed experimental
nd numerical investigations to find the effect of compressibility
or a wide range of Re and Ma numbers in plane micro-channels
nd tubes. It was found that f ·Re �the product of friction factor
nd Reynolds number� is a function of the Ma number in the
uasi-fully developed region for cases where gaseous flow was
ccelerated.

A number of investigations on the heat transfer characteristics
f gaseous flow in a plane micro-channels and a micro-tube have
een conducted. Guo �10� performed numerical investigations on
eat transfer characteristics of gaseous flow in a micro-channel.
sako et al. �11–15� conducted numerical investigations of heat

ransfer characteristics of gaseous flow in micro-channels and
icro-tubes for both cases of constant wall temperature and heat
ux.
Gas-to-gas heat exchangers are used for heat recovery of hot

xhaust air in catalytic processes and industrial drying plants. Ap-
lications can be found in micro-reactors that are used in the fine
hemical process industry. Since gas-to-gas heat exchangers oc-
upy a large space in various energy systems, it is required to
educe its size.

The focus of previous investigators, i.e., Halbritter et al. �16�
nd Brandner et al. �17�, was on liquid-to-liquid heat exchangers.
he friction loss in this case is quite large and the pressure de-
reases along the channel. However, for gas-to-gas heat exchang-
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eived September 30, 2008; published online March 18, 2009. Review conducted by
ai C. Lau. Paper presented at the 2006 ASME International Mechanical Engineering

ongress �IMECE2006�, Chicago, IL, November 5–10, 2006.

ournal of Heat Transfer Copyright © 20
ers, the flow accelerates due to the gas expansion and thermal
energy conversion to kinetic energy. This results in a static tem-
perature decrease of the gas. There is a possibility that the aver-
aged static temperature of a hot gas becomes lower than that of a
cold gas near the exit. Therefore, the performance of micro-heat
exchangers may differ from that of conventional sized heat ex-
changers. A careful search of the literature failed to disclose any
prior study for the heat exchange performance of gas-to-gas
micro-heat exchangers. This has motivated the present study.

Formulation

Description of the Problem. The problem is modeled as a
two-stream heat exchanger, as shown in Fig. 1. Figures 1�a� and
1�b� show parallel and counter-flow cases, respectively. In Fig.
1�a�, chambers at the stagnation temperatures TstgH and TstgC and
the stagnation pressures pstgH and pstgC are attached to the up-
stream sections. The outer walls of the passages are adiabatic. As
a preliminary study, the thickness of the partition plate between
the passages is assumed to be zero. In this case, the temperature
variation in the partition plate in the x-direction is the maximum.
The effect of the thickness of the partition plate on the heat ex-
change characteristics will be investigated in the forthcoming pub-
lication. The computation was conducted for a steady two-
dimensional laminar flow of an ideal gas. In Fig. 1�b�, the hot
chamber is attached to the right side of the heat exchanger.

The governing equations can be expressed as
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he equation of the state for the ideal gas is expressed by

i =
1

� − 1

p

�
=

R

� − 1
T �6�

Furthermore, with the assumptions of a no slip boundary con-
ition, uniform inlet velocity, pressure and density, and specified
ressure pout at the outlet, the boundary conditions can be ex-
ressed as follows:

�a� On the walls.

For y= �h, : u=v=0, �T /�y=0

For y=0, : u=v=0, ��T /�y�y=0+ = ��T /�y�y=0−

�b� At the inlet of passages

For hot passage, : u = uinH, v = 0, p = pinH,

� = �inH, i = iinH

For cold passage, : u = uinC, v = 0, p = pinC,

� = �inC, i = iinC

�c� At the outlet of both passages,

For both passages, : p = pout �7�

t can be shown that the slip effect of channels with height is in
he range of 10–100 �m is negligibly small �18�.

Velocity, pressure, and density at the inlet of the channel are
btained by the stagnation treatment given by Karki �19�. Stagna-
ion pressure can be expressed in terms of the inlet pressure, ve-
ocity, and specific internal energy, as follows:

ig. 1 A schematic of a problem „a… parallel-flow „b…

ounter-flow
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pstg = pin�1 +
1

2

	uin	2

�iin
���/�−1�

�8�

Also, from the ideal gas law, the relationship for pressure and
density between stagnation and inlet point can be expressed as

pstg

�stg
� =

pin

�in
� �9�

Static pressure at the inlet can be obtained from a linear ex-
trapolation from the interior of the computational domain. By sub-
stituting the extrapolated pressure and the stagnation pressure into
Eq. �9�, the inlet density is obtained. Then, using the equation, the
specific internal energy at the inlet can be found. Finally, the inlet
velocity can be determined by substituting these values into Eq.
�8�. The procedure is repeated until convergence is achieved.

Reynolds Number and Mach Number. Attention will now be
focused on the calculation of the Reynolds and Mach numbers
that will be defined as

Re =
2ṁ

�
=

	ū	Dh

�/�̄
, Ma =

	ū	


��� − 1�ī
�10�

where ṁ is the mass flow rate per unit depth and Dh is the hy-

draulic diameter �=2h�. ū, �̄, and ī are the average velocity, den-
sity, and specific internal energy at the cross section of a passage.

ū =
1

h � udy, �̄ =� �udy�� udy

p̄ =
1

h � pdy, ī =
1

� − 1

p̄

�̄
�11�

Numerical Solutions. The numerical methodology is based on
the Arbitrary-Lagrangian-Eulerian �ALE� method proposed by
Amsden et al. �20�. The detailed description of the ALE method is
documented in the literature and will not be presented. The com-
putational domain is divided into quadrilateral cells. The velocity
components are defined at the vertices of the cell and other vari-
ables such as pressures, specific internal energy, and density are
assigned at the cell centers. The number of cells in the x-direction
was 200, 400, or 600 depending on the height of the passage and
the gas velocity. The cell size gradually increases in x-direction
from the inlet to the middle of the passage, and it gradually de-
creases to the outlet. The number of cells in the y-direction of
each passage was fixed at 20 or 30. The cell size effect on the heat
exchange rate was supplementary examined for a case of h
=100 �m and MaoutHMaoutC0.3. The results are tabulated in
Table 1. The change in the heat exchange rate on the basis of
200�20 cells is quite small. The majority of the computations
were conducted with 200�20 cells for each passage. The compu-
tation for a small passage and high velocity flows were performed
with increased number of cells. The cell size effect for a single
passage is well documented in Ref. �9�.

The ALE method is a time marching method. The value of 10−9

Table 1 Cell size effect on heat exchange rate

Cell Q̇ �W/m� Change

100�20 184.479 −0.10%
100�30 185.107 0.24%
200�20 184.671 —
200�30 185.318 0.35%
400�20 184.673 0.001%
400�30 184.947 0.15%
was chosen for the minimum time step. The convergence for the
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ime increment was confirmed by inequalities 	�ṁ / ṁ		10−10,
here �ṁ represents a change in the mass flow rate per time step.
he value of 10−4 was used for the convergence criterion of the
ewton–Raphson iteration in the interior loop of the ALE method.
The computations were performed for the stagnation tempera-

ures of TstgH=350 K and TstgC=350 K for both parallel and
ounter-flow cases with air as the working fluid. When air tem-
erature ranges from 250 K to 350 K, Cp, �, and � of air vary
rom 1.005 kJ / �kg K� to 1.019 kg / �kJ K�, from 1.59

10−5 Pa s to 2.025�10−5 Pa s, and from 0.0226 W / �m K� to
.0293 W / �m K�, respectively. The changes in these values are
elatively small. Therefore, constant properties are assumed ex-
ept for the density. The thermo-physical properties of R
287 J / �kg K�, �=1.4, �=1.862�10−5 Pa s, and �=0.0261 W /

m K� at 300 K were used for the computations. The selected
hannel heights h were 10 �m, 20 �m, 50 �m, and 100 �m, and
he selected channel lengths were 12.7 mm and 25.4 mm. The
omputations were conducted for cases where both channel
eights are identical. All combinations of the channel heights and
engths were computed. The outlet pressure maintained at an at-

ospheric condition pout=105 Pa. The stagnation pressures pstgH
nd pstgC were varied between 1.2�105 Pa and 2�106 Pa and
ere selected in such a way that the computed Mach numbers at

he outlet ranges from 0.07 to 0.8. The Reynolds numbers calcu-
ated were in the range from 20 to 3800. Re number of 3800 is out
f the conventional laminar flow range. However, there is a pos-
ibility that the flow is laminar since the relaminarization due to
he flow acceleration has been reported �e.g., Ref. �21,22��. The
hannel heights, lengths, and the stagnation pressures are listed in
able 2. A total of 128 cases were computed for each case.

esults of Parallel-Flow

Temperature Contours. Temperature contour plots for the
ypical combination of high and low flows in each passage are
resented in Fig. 2. Figures 2�a�–2�d� are the results of h
50 �m and L=12.7 mm. The mass flow rate per unit depth of
ach passage can be calculated from Reynolds number using Eq.
10�. Figure 2�a� is the result for the case where flows in both
assages are low. In this case, no temperature decrease near the
utlets is observed. In the case of fast flows, the temperature de-
rease can be seen near the outlet of the cold passage in Fig. 2�b�,
ear the outlet of the hot passage in Fig. 2�c�, and near the outlets
f the both passages in Fig. 2�d�. This is due to the energy con-
ersion to the kinetic energy. As seen in Fig. 2�c�, it is obvious
hat the average temperature of the cross section of the hot pas-
age is lower than that of the cold passage near the outlet due to
he temperature decrease. This temperature inversion is only ob-
erved in the case of the combination of high flow in the hot
assage and low flow in the cold passage of all heights. The tem-
erature contours for h=10 �m and 20 �m are not plotted in the
gure. However, in most cases of h=10 �m and 20 �m, the tem-
erature near the corner of the inlet and the adiabatic wall of the
ot passage becomes higher than the stagnation temperature be-

Table 2 Parameters

10 �m, 20 �m, 50 �m, 100 �m
12.7 mm, 25.4 mm

stgH 350 K

stgC 300 K

stgH �MaoutH0.1–0.15, 0.15–0.3, 0.3–0.6, 0.6–0.8�
stgC �MaoutC0.1–0.15, 0.15–0.3, 0.3–0.6, 0.6–0.8�
out 100 kPa
ause of the viscous heat generated.

ournal of Heat Transfer
Bulk Temperature. Attention will now be turned to the bulk
temperature of the fluid �averaged static temperature at a cross
section� Tb, and it is defined as

Tb =� �CpuTdy�� �Cpudy �12�

The Tb for each of the four cases in Fig. 2 is plotted as a function
of x /L in Fig. 3. As seen in Fig. 3�a�, when both flows are low, the
bulk temperature of the hot passage decreases gradually, in con-

Fig. 2 Contour plots of temperature „h=50 �m and L
=12.7 mm…; „a… ReH=168.7 „MaoutH=0.081… and ReC=170.5
„MaoutC=0.082…, „b… ReH=177.4 „MaoutH=0.082… and ReC=1458.5
„MaoutC=0.643…, „c… ReH=1326.4 „MaoutH=0.622… and ReC=163.6
„MaoutC=0.080…, and „d… ReH=1360.2 „MaoutH=0.625… and ReC
=1425.0 „MaoutC=0.641…
Fig. 3 Bulk temperature for h=50 �m and L=12.7 mm
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rary, the bulk temperature of the cold passage increases gradually.
he result shows similar trends of temperature responses as in a
onventional sized heat exchanger. However, when the flow in the
ot passage is much higher than that in the cold passage �Fig.
�c��, both bulk temperatures cross at point A. In this case, the
ulk temperature of the cold passage is higher than that of the hot
assage in the downstream section from point A. This is due to the
nergy conversion. Temperature inversion is observed for all cases
f ReH
ReC �MaoutH
MaoutC� with the exception of h
100 �m. In the case of h=100 �m, temperature inversion is
bserved only in the cases of ReH�ReC �MaoutH�MaoutC� be-
ause the relative passage length is short.

Heat Flux. The heat flux from the hot passage to the cold
assage for the case of high and low flows �Fig. 3�c��, is plotted in
ig. 4. As shown in Fig. 3�c�, the bulk temperature of the hot
assage is lower than that of the cold passage in the downstream
ection from point A. However, the heat flux from the hot passage
o the cold passage still takes a positive value beyond point A. The
eat flux takes a negative value beyond point B. This result sug-
ests that in the case of the gas-to-gas micro-heat exchanger, the
ulk temperature �the averaged static temperature at the cross sec-
ion� is not suitable for a characteristic temperature of heat trans-
er from the hot passage to the cold passage.

Total Temperature. Attention will now be turned to the total
emperature of the fluid TT, and it is defined as

TT =

� �CpuTdy +� �u
u2

2
dy

��Cpudy
�13�

he values of TT for all four cases in Fig. 2 are plotted as the
unction of x /L in Fig. 5. In the case of high and low flows �Fig.
�c��, where the bulk temperature inversion is observed, the total
emperature of the cold passage continually increases in the sec-
ion from points A to B, and the total temperature of the hot
assage continually decreases in the same section. Since the heat
ux from the hot passage to the cold passage in the section from
oints A to B is positive, the total temperature response in this
ection is physically explained. The total temperature of the cold
assage decreases beyond point B, and the total temperature of the
ot passage increases beyond point B. These temperature re-
ponses can be physically explained from the negative heat flux in
his section.

As seen in Fig. 5�b�, total temperatures crosses at point C. Flow
n the hot passage is much slower than that in the cold passage.
he heat balance of the flows in the hot and cold passages can be

ig. 4 Heat flux from hot passage to cold passage for case of
ig. 2„c…
onfirmed by the total temperatures at the inlets and outlets of
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both passages. In this case, the heat balance is satisfied and the
phenomenon is physically explained. The total temperature inver-
sion is observed in 38 cases of ReH	ReC �MaoutH	MaoutC� with
the exception of h=100 �m. In the case of h=100 �m, the total
temperature inversion is not observed because of the relatively
short passage length.

Ntu and ε. The number of transfer units Ntu, the effectiveness
� and the capacity ratio Rc, are often used for the heat exchange
performance analysis of heat exchangers. Those are defined as
�23�

Ntu =
KA

�ṁcp�min

, � =
Q̇

�ṁcp�min�TTinH − TTinC�

Rc =
�ṁcp�min

�ṁcp�max

�14�

where K is the overall heat transfer coefficient, and Q̇ is the heat
transfer rate per unit depth and are expressed as

K =

Q̇ ln
ToutH − ToutC

TinH − TinC

�ToutH − ToutC − TinH + TinC�
1

A
�15�

Q̇ = �ṁcp�H�TTinH − TToutH� = �ṁcp�C�TToutC − TTinC� �16�
Substituting Eq. �15� into Eq. �14�, we obtain

Ntu =

Q̇ ln
ToutH − ToutC

TinH − TinC

�ṁcp�min�ToutH − ToutC − TinH + TinC�
�17�

Note that the static temperature is used to calculate the effective-

ness � and the heat transfer rate Q̇ in a conventional sized heat
exchanger analysis. However, the kinetic energy is not negligible
when flow is high. In such a case, the total temperatures should be
used to calculate the effectiveness � and the heat transfer rate.

The effectiveness is obtained from the computed total tempera-
tures at the inlet and the outlet for all cases. The effectiveness
obtained is below unity with the exception of two cases of h
=10 �m whose Ma numbers are MaoutH	0.1 and MaoutC
=0.6–0.8. In this case, the flow in the cold passage is high and the
static temperature at the outlet decreases. This results in tempera-
ture decrease in the hot passage. The static temperature contour
near the outlet is presented in Fig. 6. Note that Fig. 6 is concen-
trated near the outlet and the scale of the x-direction differs from

Fig. 5 Total temperature for h=50 �m and L=12.7 mm
that in Fig. 2. The static temperature at the midheight of the outlet
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f the cold passage is below 250 K. This results in the static
emperature decrease in the hot passage. The static temperature at
he outlet of the hot passage is below 300 K. Since the flow in the
ot passage is low, the total temperature is almost equal to the
tatic temperature. Then, TToutH is below TTinC and the effective-
ess becomes greater than unity. The highest effectiveness ob-
ained is 1.07.

Although, we do not know for sure, the static temperature or
he total temperature is more suitable for the calculation of the
ransfer unit Ntu, the total temperatures at the inlet and outlet are
sed to calculate the number of transfer unit. Note that in the case
f Fig. 5�b� where the total temperature inversion is observed, the
alue of the fraction in logarithmic function of Eq. �17� takes a
egative value and the Ntu value cannot be obtained. The value of
he fraction takes a negative value in 38 cases of ReH	ReC
MaoutH	MaoutC� of h=10 �m, 20 �m, and h=50 �m. The
alue of the fraction takes a positive value in all cases of 100 �m.
he effectiveness � for all the calculable cases are plotted in Fig.
as a function of Ntu. In the case of the parallel-flow, � is ex-

ressed by Ntu and Rc as �23�

� =
1

1 + Rc
�1 − exp�− Ntu�1 + Rc��� �18�

he correlations given by Eq. �18� are also plotted in Fig. 7 with
c as a curve parameter. Since � and Ntu of the calculable cases
atisfy the correlation of Eq. �18�, it is natural that � and Ntu
btained from the simulation results agree with Eq. �18�.

Therefore, if the overall heat transfer coefficient K can be esti-
ated accurately, the heat exchange rate of a two-stream parallel-
ow gas-to-gas micro-heat exchanger can be estimated via Eq.
18� for the calculable cases. The heat transfer coefficient for par-

ig. 6 Temperature contour near outlet for h=10 �m, L
25.4 mm, ReH=26.1 „MaoutH=0.06…, and ReC=416.4 „MaoutC
0.792…
Fig. 7 Effectiveness ε as a function of Ntu

ournal of Heat Transfer
allel plates with one wall at a uniform temperature and the other
wall insulated was obtained by many researchers �24� and one of
the correlations by Mercer et al. �25� is

Num = 4.86 +
0.32�4x*�−1.2

1 + 0.24�4x*�−0.7 Pr0.17 �19�

where x*= �x /DhRePr� The averaged heat transfer coefficients of
the hot and cold passages �mH and �mC, are obtained from Eq.
�19�. Then, substituting those values into the following equation,
the overall heat transfer coefficient K is obtained.

1

K
=

1

�mH
+

1

�mC
�20�

Substituting K into Eq. �14�, the number of transfer units Ntu can
be obtained. Finally, the effectiveness � is obtained from Eq. �18�.
The ratio of the estimated effectiveness and the simulated resultn
�est /�sim is plotted in Fig. 8 as a function of the capacity ratio Rc.
There is a trend that the estimated effectiveness �est is greater than
the simulated one �sim in the cases of ReH	ReC �MaoutH
	MaoutC�. In the cases of ReH
ReC �MaoutH
MaoutC�, the �est,
is less than the �sim. When the capacity ratio Rc, is in the range of
0.5–1, the effectiveness can be estimated within �10% in error.
The estimation error decreases with increasing the capacity ratio.
When the capacity ratio is unity, the effectiveness can be esti-
mated within �2% in error.

Results of Counter-Flow

Temperature Contours. Temperature contour plots for the
typical combination of high and low flows in each passage are
presented in Fig. 9. Figures 9�a�–9�d� are the results of h
=50 �m and L=12.7 mm. The mass flow rate per unit depth of
each passage can be calculated from Reynolds number using Eq.
�10�. Figure 9�a� is the result for the case where both flows are
low. In this case, no temperature decrease near the outlets is ob-
served. In the case of high flows, the temperature decrease can be
seen near the outlet of the cold passage in Fig. 9�b�, the outlet of
the hot passage in Fig. 9�c�, and the outlets of the both passages in
Fig. 9�d�. This is due to the energy conversion to the kinetic
energy. The temperature contours for h=10 �m and 20 �m are
not plotted in the figure. However, in most cases of h=10 �m and
20 �m, the temperature near the corner of the inlet and the adia-
batic wall of the hot passage �upper right corner of the figures�
becomes higher than the stagnation temperature because of the

Fig. 8 Ratio of estimated effectiveness and the simulated re-
sult εest /εsim as a function of Rc
viscous heat generation.

MAY 2009, Vol. 131 / 051801-5
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Bulk Temperature. The Tb for each of the four cases in Fig. 9
s plotted as a function of x /L in Fig. 10. As seen in Fig. 10�a�,
hen both flows are low, the bulk temperature of the hot passage
ecreases linearly, in contrary, the bulk temperature of the cold
assage increases linearly. The result shows similar trends of tem-
erature responses as in a conventional sized two-stream heat ex-
hanger model. However, when the flow in the hot passage is
uch higher than that in the cold passage �Fig. 10�c��, both bulk

emperatures cross at point A. In this case, the bulk temperature of
he cold passage is higher than that of the hot passage in the right

ig. 9 Contour plots of temperature for parallel-flows „h
50 �m and L=12.7 mm…; „a… ReH=168.4 „MaoutH=0.079… and
eC=171.0 „MaoutC=0.084…, „b…, ReH=180.0 „MaoutH=0.083… and
eC=1472.0 „MaoutC=0.643…, „c… ReH=1320.0 „MaoutH=0.671… and
eC=162.3 „MaoutC=0.081…, and „d… ReH=1360.9 „MaoutH=0.621…
nd ReC=1430.4 „MaoutC=0.640…
Fig. 10 Bulk temperature for h=50 �m and L=12.7 mm

51801-6 / Vol. 131, MAY 2009
hand side of point A. That is, the bulk temperature of the hot
passage is lower than that of the cold passage at the inlet of the
hot passage. In this case, the inlet velocity of the hot passage is
89.2 m /s �MainH=0.239�, the bulk temperature decreases about
4 K due to the energy conversion into kinetic energy. However,
the gas velocity becomes 0 on the partition plate. The gas tem-
perature recovers to 350 K near the plate. Then, the temperature
of the flow in the cold passage approaches 350 K and the tem-
perature inversion occurs. This type of temperature inversion is
observed in the cases of ReHReC �MaoutHMaoutC�, when the
height of the passage is 50 �m.

There is another type of temperature inversion. This type of
temperature inversion can be seen at the outlet of the hot passage
in Fig. 10�d�. This type of temperature inversion occurs at the
location very close to x=0. The temperature decreases at the out-
let of the hot passage due to the energy conversion when the flow
in the hot passage is high. This type of temperature inversion
occurs in the cases of ReHReC �MaoutHMaoutC� and h
=100 �m, in the cases of MaoutH and MaoutC
0.6 and h
=50 �m, and in most cases of h=10 �m and 20 �m.

Heat Flux. The heat fluxes from the hot passage to the cold
passage for the cases in Figs. 10�c� and 10�d� are plotted in Fig.
11. As shown in Fig. 10�c�, the bulk temperature of the hot pas-
sage is lower than that of the cold passage in the right section
from point A. However, the heat flux from the hot passage to the
cold passage takes a positive value in the right section from point
A. Also, the heat flux for the case of Fig. 10�d� takes a positive
value near x /L=0 where the bulk temperature inversion is ob-
served. These results suggest that in the case of the gas-to-gas
micro-heat exchanger, the bulk temperature �the averaged static
temperature at the cross section� is not suitable for a characteristic
temperature of heat transfer from the hot passage to the cold pas-
sage.

Total Temperature. The values of TT for four cases of Figs.
9�a�–9�d� are plotted as the function of x /L in Fig. 12. In the case
of c, where the bulk temperature inversion occurs, the total tem-
perature of the cold passage continually increases in the right
section from point A and the total temperature of the hot passage
continually decreases in the same section. Since the heat flux from
the hot passage to the cold passage in the right section from point
A is positive, this total temperature response in this section is
physically explained.

As seen in Fig. 12�b�, the total temperatures cross at point C.
The total temperature inversion is observed in a case where the
flow in the hot passage is much lower than that in the cold pas-
sage. The heat balance of the flows in the hot and cold passages

Fig. 11 Heat flux from hot passage to cold passage for case
„c… of L=12.7 mm
can be confirmed by the total temperatures at the inlets and outlets
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f both passages. In this case the heat balance is satisfied. The
ow in the cold passage is high and the static temperature at the

nlet decreases. This results in a temperature decrease in the flow
t the outlet of the hot passage. The static temperature contour
ear the outlet of the hot passage �the inlet of the cold passage� is
resented in Fig. 13. Note that Fig. 13 is concentrated near x=0
nd the scale of the x-direction differs from that in Fig. 9. The
tatic temperature at the inlet of the cold passage is below 300 K,
ince the flow is high. This results in the temperature decrease in
he hot passage. The static temperature at the outlet of the hot
assage becomes below 300 K, as shown in Fig. 13. Since the
ow in the hot passage is low, the total temperature is almost
qual to the static temperature. Then, TToutH becomes lower than
TinC.
Figure 12�c� shows the total temperature response for the case

here the flow in the hot passage is much higher than that in the
old passage. No temperature inversion occurs in the cases of h
50 �m and 100 �m. However, the total temperature inversion
ccurs in the cases of h=10 �m and 20 �m. The total tempera-
ure near the outlet of the cold passage for h=10 �m is plotted in
ig. 14�a�. The static temperature contour near the outlet of the
old passage �the inlet of the hot passage� for this case is pre-
ented in Fig. 14�b�. The Ma number at the outlet of the cold
assage is 0.162 and the Ma at the inlet of the hot passage is
.066. The dynamic temperature of the flow at the outlet of the
old passage is about 3 K. Therefore, the total temperature of the
ow in the cold passage is beyond 350 K. Then, the TToutC be-
omes slightly higher than TTinH.

Ntu and ε. The effectiveness is obtained from Eq. �14� by
sing the computed total temperatures at the inlet and outlet for all
ases. The effectiveness obtained for some cases are greater than
nity. This happens when the total temperature inversion occurs,
ToutH	TTinC or TTinH	TToutC. The former temperature inversion
ccurs in the cases of ReH	ReC �MaoutH	MaoutC� when the

Fig. 12 Total temperature for h=50 �m and L=12.7 mm

ig. 13 Temperature contour near x=0 of Fig. 12„b… „h
50 �m and L=12.7 mm… †ReH=180.0 „MaoutH=0.083… and ReC

1472.0 „MaoutC=0.643…‡

ournal of Heat Transfer
height of the passage is 10 �m or 20 �m and in the cases of
MaoutH	0.1 and MaoutC
0.4 when the height of the passage is
50 �m. This type of the temperature inversion occurs in 27 cases
out of 128 cases. The latter temperature inversion occurs in 11
cases of ReH
ReC �MaoutH
MaoutC� when the height of the pas-
sage is 10 �m or 20 �m. In those cases, the effectiveness be-
comes greater than unity.

The total temperatures at the inlet and outlet are used to calcu-
late the number of transfer unit. Note that the value of the fraction
in logarithmic function of Eq. �17� takes a negative value and Ntu
value cannot be obtained when the total temperature inversion
occurs TToutH	TTinC or TTinH	TToutC. In the case of the counter-
flow, when the total temperature inversion occurs, the Ntu value is
uncalculable and also the effectiveness becomes greater than
unity. The effectiveness � for all the calculable cases are plotted in
Fig. 15 as a function of Ntu. In the case of the counterflow, � is
expressed by Ntu and Rc as �23�

� =
1 − exp�− Ntu�1 − Rc��

1 − Rc exp�− Ntu�1 − Rc��
�Rc � 1�

� =
Ntu

1 + Ntu
�Rc = 1� �21�

The correlations given by Eq. �21� are also plotted in Fig. 15 with
Rc as a curve parameter. Since � and Ntu of the calculable cases
satisfy the correlation of Eq. �21�, it is natural that � and Ntu
obtained from the simulation results agree with Eq. �21�.

Therefore, if the overall heat transfer coefficient K can be esti-
mated accurately, the heat exchange rate of a two-stream counter-
flow gas-to-gas micro-heat exchanger can be estimated via Eq.
�21� for the calculable cases. The averaged heat transfer coeffi-
cients of the hot and cold passages �mH and �mC are obtained
from Eq. �19�. Then, substituting those values into Eq. �20�, the
overall heat transfer coefficient K is obtained. Substituting K into

Fig. 14 Total temperature and temperature contour near x=L
for h=10 �m and L=12.7 mm †ReH=352.0 „MaoutH=0.0747… and
ReC=65.6 „MaoutC=0.162…‡; „a… total temperature „b… tempera-
ture contour
Eq. �14�, the number of transfer units Ntu can be obtained. Fi-
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ally, the effectiveness � is obtained from Eq. �21�. The ratio of
he estimated effectiveness and the simulated result �est /�sim is
lotted in Fig. 16 as a function of the capacity ratio Rc. There is a
rend that the ratio of the estimated effectiveness and the simu-
ated result �est /�sim ranges from 0.86–1.03 in the cases of ReH

ReC �MaoutH	MaoutC�. In the cases of ReH
ReC �MaoutH
MaoutC� the ratio ranges from 0.97–1.05. The effectiveness ob-

ained from Eq. �14� is always below unity and it cannot be esti-
ated for the case of �
1. In the case of the counter-flow, the

stimation error does not depend on the capacity ratio.

oncluding Remarks
Two-stream gas-to-gas micro-heat exchanger has been investi-

ated numerically. The computations were performed to obtain the
eat exchange performance of a micro-heat exchanger. The fol-
owing conclusions are obtained.

Parallel-Flow

�1� The bulk �static� temperature of the flow in the hot passage
becomes lower than that of the cold passage� for all cases
of ReH
ReC �MaoutH
MaoutC� with the exception of h
=100 �m. In the case of h=100 �m, the temperature in-
version is observed in only the cases of ReHReC
�MaoutHMaoutC�.

�2� The total temperature of the flow in the hot passage 1 be-

Fig. 15 Effectiveness ε as a function of Ntu

ig. 16 Ratio of estimated effectiveness and the simulated re-

ult εest /εsim as a function of Rc

51801-8 / Vol. 131, MAY 2009
comes lower than that of the cold passage for all cases of
ReH	ReC �MaoutH	MaoutC� with the exception of h
=100 �m.

�3� The effectiveness � is greater than unity in the case of
MaoutH	0.1 and MaoutC=0.6–0.8 and h=10 �m.

�4� The effectiveness of a two-stream gas-to-gas micro-heat ex-
changer in the range of 0.5	Rc	1 can be estimated via
Eq. �18� within �10% in error when the overall heat trans-
fer coefficient K is obtained from Eqs. �19� and �20�.

Counter-Flow

�1� The bulk �static� temperature inverse occurs and there are
two types of the bulk temperature inverse TboutH	TbinC and
TbinH	TboutC.

�2� There are two types of the total temperature inversion
TToutH	TTinC and TTinH	TToutC. The former temperature
inversion occurs in the cases of ReH	ReC �MaoutH
	MaoutC� when the height of the passage is 10 �m or
20 �m, in the cases of MaoutH	0.1 and MaoutC
0.4 when
the height of the passage is 50 �m. The latter temperature
inversion occurs in the cases of ReH
ReC �MaoutH
	MaoutC� when the height of the passage is h=10 �m or
20 �m.

�3� The effectiveness � becomes greater than unity when the
total temperature inversion occurs.

�4� The effectiveness of a two-stream gas-to-gas micro-heat ex-
changer for the cases of ReH
ReC �MaoutH
MaoutC� can
be estimate via Eq. �21� within −3–5% in error, for the
cases of ReH	ReC �MaoutH	MaoutC� within −14–3% in
error, respectively, when the overall heat transfer coeffi-
cient K is obtained from Eqs. �19� and �20�.
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Nomenclature
A � heat transfer area per unit depth �=L�, m
cp � specific heat, J/�kg K�

Dh � hydraulic diameter, m
h � channel height, m
i � specific internal energy, J/kg

K � overall heat transfer coefficient, W / �m2 K�
L � channel length, m

Ma � Mach number, Eq. �10�
ṁ � mass flow rate per unit depth, kg/�m s�

Num � average Nusselt number, =�mDh /�
Ntu � number of transfer units

Pr � Prandtl number
p � pressure, Pa

Q̇ � heat transfer rate per unit depth, W/m
qw � heat flux from hot passage to cold passage,

W /m2

R � gas constant, J/�kg K�
Rc � capacity ratio
Re � Reynolds number, Eq. �10�

T � temperature, K
Tb � bulk temperature, Eq. �12�
TT � total temperature, Eq. �13�

u ,v � velocity components, m/s
x ,y � coordinates, m
�m � average heat transfer coefficient, W / �m2 K�

� � effectiveness
� � dissipation function, Eq. �5�

� � specific heat ratio
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� � thermal conductivity, W/�m K�
� � viscosity, Pa s
� � density, kg /m3

ubscripts
C � cold passage

est � estimation value
H � hot passage
in � inlet

max � maximum value
min � minimum value
out � outlet
sim � simulation result
stg � stagnation value
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Air-Side Surface Wettability
Effects on the Performance of
Slit-Fin-and-Tube Heat
Exchangers Operating Under
Wet-Surface Conditions
A study of condensate retention and the attendant thermal-hydraulic effect associated
with changes in air-side surface wettability is presented for a series of slit-fin-and-tube
heat exchangers of identical geometry with controlled wettability covering a wide range
of contact angles. An experiment in which the retained mass of air-side condensate was
measured under dynamic conditions is described, and the results are analyzed using
conventional thermal-hydraulic measurements of j and f. The data demonstrate that for
the heat exchangers used in this study, the j factor is not strongly influenced by conden-
sate retention, but the friction factor is significantly reduced for surfaces of increased
wettability. Hydrophilic heat exchangers retain much less air-side condensate than do the
hydrophobic heat exchangers, and the amount of retention is found to depend on the
air-side Reynolds number �Redh� and the rate of latent heat transfer �Ql�. Based on an
assumption of filmwise condensation, a new model for predicting the mass of retained
condensate is described and compared with the steady-sate retention data. The model is
successful in predicting retained condensate over a wide range of tested conditions. The
potential of this new approach and possible refinements that will add engineering value
are discussed. �DOI: 10.1115/1.2994722�

Keywords: condensation, retention, wettability, heat exchangers, aluminum, contact
angle, fin-and-tube
Introduction
In many air-cooling systems, the heat exchanger operates with

ts surface temperature below the dew point of conditioned air. As
result, moisture from the air stream condenses and accumulates

n the surface of the heat exchanger, until it is removed by the
ir-flow forces or gravity. Condensate retained on heat exchangers
an reduce the air-side heat-transfer coefficient, increase core
ressure drop, and adversely affect indoor air quality. Therefore, it
s important to understand how much condensate is retained on
he heat-transfer surface and how it affects the heat transfer and
ressure-drop performance of the heat exchanger.

Enhancement of the surface wettability can reduce the contact
ngle of water condensing on the surface and improve the con-
ensate drainage, which is usually achieved by surface coating or
lasma treatment in application. Types of coatings on aluminum
ns as well as their wetting mechanisms have been well docu-
ented by Hong and Webb �1�. Min et al. �2� provided data of

ontact angles for several available commercial coatings and in-
estigated their long-term wetting characteristics on heat exchang-
rs. Min and Webb �3� reported contact angles on aluminum, cop-
er, and two commercial coatings on aluminum. They also
bserved and measured the condensate retention formed on these
urfaces and found out that the weight of condensate retained per
nit area was an approximate function of the receding contact
ngles. Condensation experiments were conducted by Shin and

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received December 7, 2007; final manuscript
eceived June 18, 2008; published online March 18, 2009. Review conducted by
engt Sunden. Paper presented at the 22nd IIR International Congress of Refrigera-
ion, August 21–26, 2007.

ournal of Heat Transfer Copyright © 20
Ha �4� using fin-and-tube heat exchangers with three different
shapes and two different wettabilities. Their work showed that a
reduction in water retention can be achieved significantly by im-
proving surface wettability and by changing the design of a heat
exchanger with a lower number of fins and fins with slant ends.
Very recently, it has been demonstrated that radical changes in the
wettability of aluminum—the most common fin material in these
applications—can be achieved through the use of anisotropic mi-
croscale surface features, and that such changes can significantly
reduce the maximum size of droplets retained on the surface �5�.

The effects of surface coatings on the thermal-hydraulic perfor-
mance of the heat exchangers have also attracted the interest of
researchers. Wang and Chang �6� reported the heat- and mass-
transfer characteristics of fin-and-tube heat exchangers with and
without hydrophilic coating. They concluded that the hydrophilic
coating had a negligible effect on the sensible heat-transfer coef-
ficient, but the pressure drop was 15–40% lower than for surfaces
without a coating. They also observed that there were no detect-
able changes of the sensible heat-transfer coefficients with a
change in inlet relative humidity, while the pressure drop for the
hydrophilic surfaces was sensitive to the inlet condition. Hong and
Webb �7� studied the effect of different coating type on wavy,
lanced, and louver fin geometries and arrived at similar conclu-
sions. The coating had no effect on sensible heat-transfer coeffi-
cient for all fin geometries tested, and the wet pressure drops were
reduced by 45% and 15%, respectively, for louver and wavy fins
at a 2.5 m/s frontal air velocity. Wang et al. �8� compared the
air-side performance of compact fin-and-tube heat exchangers un-
der wet-surface conditions with and without a hydrophilic coating.
The data suggested that the heat-transfer performance for the hy-

drophilic surface is lower than for the corresponding uncoated

MAY 2009, Vol. 131 / 051802-109 by ASME
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urface, and the degradation may be as large as 20% for a fin
pacing of 1.2 mm. The pressure drop for the hydrophilic surface
as always lower than for the corresponding uncoated surface,
ith a maximum reduction of 40% for the plain-fin geometry. A
ew method using plasma gas to form a hydrophilic surface on fin
tock was introduced by Kim et al. �9�. Their experiments showed
long-term reduction in pressure drop of 25% for heat exchangers

fter the plasma treatment, while at a fixed air frontal velocity, the
ir-side heat-transfer coefficient was essentially unaffected by the
oating. In these studies, fin surface wettability of heat exchanger
pecimens was manipulated by different coatings and procedures.
owever, it is the surface wettability �contact angle� that matters,
ut not how that is acquired.

Early work aimed at predicting the amount of retained conden-
ate on heat exchangers was focused on annular-finned tubes with
lmwise condensation from a pure quiescent vapor. Beatty and
atz �10� proposed a simple model accounting for gravity-
ominated drainage. The model showed reasonable agreement
ith data. However, Rudy and Webb �11� demonstrated that in
any cases the agreement broke down. They argued that surface

ension forces are significant for the integral-fin tube and should
e included in the drainage modeling. Rudy and Webb �11� devel-
ped an improved model of drainage, which was also restricted to
he annular-fin geometry, with filmwise condensation from a pure
apor. These early models do not extend trivially to condensation
n air-cooling surfaces. Jacobi and Goldschmidt �12� developed a
odel for the retention of water condensate from a moist-air flow

ver an annular-fin geometry. Although the model was simple, it
ecognized the forces relevant to condensate bridging and ex-
lained the observed j and f behaviors with Redh. More recently,
orte and Jacobi �13� proposed a model of droplet retention on
eat-transfer surfaces and provided the first comparisons of reten-
ion data to predictions for a plain-fin-and-tube heat exchanger.
hey found the maximum droplet size �the size of the largest
roplet retained on a fin� to be a key parameter in condensate
etention. A series of studies of droplet shape and retentive forces
14–16� led to a more comprehensive model by El Sherbini and
acobi �17�. In contrast to this approach based on understanding
aximum droplet size, Zhong et al. �18� proposed a fluid dynam-

cs model to understand the drainage of water from complex air-
ide surfaces, and they compared this approach to experimental
ata.

Although wet-surface performance has been studied exten-
ively, there is limited information in the open literature on con-
ensate retention and drainage behavior and the influence of sur-
ace wettability. It is uncommon to find retention data reported

Table 1 Heat exc

Nt Wd �mm� Lf �mm� Hf �mm� Fp �mm�

20 313 209 25 1.20

ig. 1 Schematic showing the geometry of the test slit-fin
ound-tube heat exchangers; dimensions are provided in Table
51802-2 / Vol. 131, MAY 2009
along with thermal-hydraulic performance, much less a character-
ization of surface wettability. Moreover, even the most recent con-
densate retention models cannot address condensate behavior on
emerging superhydrophobic or superhydrophilic surfaces. As our
ability to engineer such surfaces with chemical and morphological
modification grows, our understanding of condensate retention
and its effects must be extended if we hope to exploit such tech-
nologies in heat exchanger design. In this article, we report an
investigation of condensate drainage and retention associated with
changes in surface wettability. The thermal-hydraulic effect will
also be examined, in order to build a more complete picture of the
relationships between wettability, retention, and performance. Fi-
nally, we will propose and validate a condensate retention model
applicable for hydrophilic heat exchangers.

2 Methods

2.1 Experimental Apparatus and Instrumentation. Four
slit-fin round-tube heat exchangers with identical geometry and
different wettabilities were tested in this study. A geometric de-
scription of the heat exchangers is provided in Fig. 1, with dimen-
sional information listed in Table 1. As shown in Table 2, two heat
exchangers were treated to be hydrophilic, through a plasma coat-
ing process ��A�30 deg and �A�50 deg, respectively�; the third
one shows a large contact angle hysteresis ��A�110 deg and
�R�0 deg� after treatment, and the fourth one represents the wet-
tability of an untreated aluminum surface ��A�85 deg and �R
�42 deg�. It has been observed by Kim et al. �9� that the contact
angles measured on the untreated heat exchangers gradually de-
crease with increasing numbers of wet/dry cycles, while the wet-
tability of the aluminum fins after plasma treatment appears to be
robust.

The closed-loop wind tunnel used in these experiments is
shown schematically in Fig. 2. The airflow was conditioned with
resistance heaters �up to 8 kW� and a steam injection system pro-
viding up to 12 kg/h of steam, regulated using chilled-mirror dew-
point sensors and a proportional-integral-derivative contoller �PID
controller�. The air flow was drawn by an axial fan and a variable
speed drive through honeycomb flow straighteners, screens, and a
9:1 area contraction into the test section at rates up to about
20 m3 /min. A 6-junction equally spaced thermocouple grid
��0.1°C� was used to measure the air temperature at the heat
exchanger inlet, and a 12-junction grid was used at the heat ex-
changer outlet ��0.1°C�. The dew-point upstream and down-
stream of the heat exchanger was measured using conventional
chilled-mirror hygrometers, with an uncertainty less than
�0.2°C. Pressure drop across the heat exchanger was measured
with an electronic pressure transducer ��0.2 Pa�. A single-phase
mixture of ethylene glycol and water was supplied by a gear pump
to cool the heat exchanger during the experiments. The tempera-
ture of the coolant was regulated using a chiller system and moni-

nger dimensions

mm� Ls �mm� Do �mm� ST �mm� SL �mm�

.13 9.53 7.37 12.7 20.8

Table 2 Wettability description of the tested heat exchangers

Specimen
Advancing contact

angle�A �deg�
Receding contact

angle�R �deg� Surface treatment

1 �30 �0 Plasma treating
2 �50 �0 Plasma treating
3 �110 �0 Plasma treating
4 �85 �42 Untreated
ha

t �

0
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ored using immersion resistance temperature detectors �RTD’s�
�0.03°C� at the inlet and exit of the heat exchanger. A Coriolis-
ffect mass flow meter was used to measure the coolant flow rate.
uring an experiment, the data acquisition system would sample

nstruments throughout the test and log data to a text file for
ubsequent analysis.

The test section shown schematically in Fig. 3 allowed a tran-
ient measurement of the condensate retention on the test speci-
en. The heat exchanger was suspended in the wind tunnel with a

onabsorbing strap. The strap is grid-structured with holes on al-
owing water to pass through and be drained from the heat ex-
hanger. An electronic balance with reported uncertainty of
0.1 g was placed under the test section to record the mass re-

ention on the specimen. Flexible plastic film was used to insulate
he heat exchanger and allow its movement for the mass measure-

ent. Coolant inlet and outlet tubes were kept as flexible as pos-
ible to reduce the weight measurement uncertainty, and horizon-
al supports were introduced to mitigate friction interference.
alance calibration was conducted before every single retention

est by recording readings for calibration weights. Deviation from
he calibration weight was found to be less than 5% for moderate

ig. 2 Wind tunnel for thermal-hydraulic measurements and
ondensate retention experiments

ig. 3 Heat exchanger test section. This design allows the
eal-time measurement of retained condensate, along with con-
entional thermal-hydraulic measurements. „a… wind tunnel; „b…
lectronic balance; „c… strap; „d… heat exchanger; „e… coolant
upply; „f… flexible plastic film; „g… horizontal support; „h… drain-

ge holes.

ournal of Heat Transfer
face velocities but as high as approximately 10% at an air face
velocity of about 3 m/s. A linear calibration curve was fitted and
used to record data in subsequent testing.

2.2 Experimental Procedure and Data Interpretation.
Heat-transfer, pressure-drop, and dynamic retention data for dif-
ferent specimens were recorded over a range of operating condi-
tions. For thermal-hydraulic measurements, tests were conducted
with an inlet coolant temperature of 4.4°C and an inlet air tem-
perature of 23.9°C. The inlet dew point was held at approxi-
mately 18.3°C, and air-side face velocities were spanned from
about 0.7 m/s to 2.3 m/s. When dynamic condensate retention data
were obtained, the range of experimental conditions was ex-
panded in order to investigate the effects of various parameters on
the amount of condensate retained on air-side surface. Therefore,
inlet air temperature was adjusted between 23.9°C to 35.0°C, and
upstream dew point ranged from 12.8°C to 21.1°C. The experi-
mental program spanned air-side face velocities from about 0.7
m/s to 3.5 m/s, and inlet coolant temperatures ranged from
−1.1°C to 4.4°C.

An experiment was initiated by bringing the air flow to the
desired temperature, velocity, and relative humidity and then sud-
denly starting the coolant flow, which had been preconditioned to
the desired temperature. The electronic balance would record the
mass retention on the test heat exchanger every 0.2 s. After a brief
transient period at the beginning of each test �normally half an
hour and varying with different surface characteristics and oper-
ating conditions�, it would arrive at a steady state. At steady state,
the amount of water condensing onto the surface from the incom-
ing air is equal to the amount of water removed by gravity and air
flow. After an experiment arrived at the steady state, reading of the
electronic balance as well as all conditions remained constant
within their experimental uncertainty throughout the rest of the
test. The experimental conditions were carefully set and moni-
tored to ensure that the temperature of entire heat-transfer surface
was below the dew-point temperature throughout the experiment.
That is, the fully wet condition was ensured for every single test.

The temperature and flow-rate data sampled during an experi-
ment were first used to determine the steady-state heat-transfer
coefficient. Among several different approaches found in the lit-
erature, the log mean enthalpy difference �LMED� method for
simultaneous heat and mass transfer described by Threlkeld �19�
was adopted. Enthalpy differences were used instead of tempera-
ture differences for interpreting the total air-to-coolant heat-
transfer rate.1 Fin efficiencies were determined using the sector
method �with 32 sectors per tube�, as addressed by Hong and
Webb �21� and extended by Kim and Jacobi �22� for slit-fin ge-
ometry applications. The coolant-side transfer coefficient was cal-
culated from a self-developed correlation, using the Wilson-plot
method �23� and overall heat-transfer coefficients measured at dif-
ferent coolant mass flow rates �24�. Conduction resistance through
the tube wall was calculated assuming steady one dimensional
conduction, and the fin-tube contact resistance was neglected. The
air-side and coolant-side heat-transfer rates were calculated using
the mass flow rates and enthalpy �temperature� changes for the
moist-air �coolant� flow:

Qair = ma�ha,in − ha,out� �1�

Qc = mcCp,c�Tc,out − Tc,in� �2�

where ha,in and ha,out are the enthalpies of inlet and outlet air,
which can be determined with known moist-air temperature, pres-
sure, and dew point. Only data with air-to-coolant energy balance
within 10% were used for heat-transfer coefficient evaluation, and
the air-side and coolant-side heat-transfer rates were averaged for
the data reduction. Reduction procedures were programed with all

1The correction factor F was evaluated to be �0.98, which is typical to operating

conditions in this study �20�.
MAY 2009, Vol. 131 / 051802-3
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f the measured data into a commercial software package, engi-
eering equation solver �EES�, and the air-side heat-transfer coef-
cient was solved in an iterative way.
Once the air-side heat-transfer coefficient was determined, data

nterpretation followed the methods detailed by the ARI Standard
or condensing heat exchangers. Correlations for air-side Colburn

j factors and Fanning friction factors were provided as a function
f the air-side Reynolds number. The j and f factors were deter-
ined from temperature, mass flow, pressure-drop, and geometri-

al data using the following equations:

j =
Nu

RedhPr1/3 =
h

Gcpa
Pr2/3 �3�

ith

G =
ṁa

Amin
�4�

nd

f =
2�PHX�a

G2 �Amin

AT
� − �1 + �2�� �up

�down
− 1��Amin

AT
�� �a

�up
� �5�

ith

� =
Amin

Afront
and �a =

�up + �down

2
�6�

2.3 Modeling Condensate Retention on Hydrophilic Heat
xchangers. When the condensation of water occurs on a hydro-
hilic surface, it takes a filmwise mode rather than the dropwise
ode observed on hydrophobic heat-transfer surfaces. Therefore,

he droplet-based approach of the previous retention modeling
ork is of dubious validity for heat exchangers with good wetta-
ility because the force-balance approach with an empirical basis
or droplet size distribution �13,17� does not capture the basic
hysics of the filmwise mode. A mechanistic model of condensate
etention in the filmwise mode might shed light on the heat-
ransfer mechanisms and could provide insight into the influence
f surface temperature, air face velocity, on heat-transfer rate and
etention. A film-based model is therefore desired for predicting
etention on these hydrophilic heat exchangers.

In order to develop a model of the condensate mass retained on
he heat exchanger surface, we begin by considering a thin con-
inuous film of condensate retained on the fins and adopt the fol-
owing assumptions: �1� the condensate film spreads out on all fin
urfaces and remains stable and unbroken; �2� the fins are too far
part for interfin condensate bridging to occur. Later, we will dis-
uss the possible refinements and modifications to the model that
ight be useful in relaxing these restrictions.
Consider laminar film condensation occurring on one single

ertical fin, as described in Fig. 4. The fin is surrounded by a
ixture of air and water vapor with a forced gas flow orthogonal

o gravity. The fin surface is maintained at a constant temperature,
hich is below the saturation temperature of the moist air, and at
steady state a constant-density liquid film forms and drains by

ravity and liquid-vapor shear. Under these assumptions,

M = �l�
AT

��x,y�dA �7�

n Eq. �7�, M is the total mass of retained condensate on the heat
xchanger, �l is the mass density of liquid water, and ��x ,y� is the
ondensate film thickness. The integration is performed over the
ntire surface area of the heat exchanger �AT�, which is the sum-
ation of the fin area and tube area. It should be noted that an

xpression for ��x ,y� will be developed for the vertical fin and
pplied over AT. As such, the tube surface is not distinguished
rom fin surface for condensate evaluation. Because the tube area

s usually a small portion of the total �5.4% for the heat exchanger

51802-4 / Vol. 131, MAY 2009
used in this article�, this approximation does not have a large
impact on the final result.

The model is now pursued by developing an expression for film
thickness function ��x ,y�, which has been of classical interest in
heat transfer. Pioneering work was reported by Nusselt �25�, who
considered the simple case of pure-vapor condensation on a ver-
tical surface with viscous forces balancing gravity �no shear at the
liquid-vapor interface�. When a noncondensable gas is present �air
in this case�, the solution is usually pursued using two-phase
boundary layer equations for momentum, energy, and species.
Koh et al. obtained similarity solutions for the two-phase bound-
ary layer equations on a vertical surface under free convection
alone �26� and forced convection alone �27�, and others used ap-
proximate or numerical methods �28–30�. Unfortunately, a simple
similarity solution does not exist in combined convection �forced
and free convection� because a single similarity transformation
cannot capture the x, y, and z dependences. Approximate methods
are usually less amenable to generalization, and the expense of a
numerical approach might vitiate its utility.

Because an analytical approach is preferred, and because a
simple solution does not exist for combined convection, the lim-
iting conditions of no air flow �Redh→0� and an infinite air ve-
locity �Redh→�� will be used as asymptotic solutions and
Churchill’s method �31� will be used to interpolate between these
limiting cases. In this way, a relatively simple and general analyti-
cal expression for ��x ,y� will be developed for the mixed-
convection case.

2.3.1 High Reynolds Number Limit. When the air-side Rey-
nolds number is very large, a balance between viscous forces in
the liquid film and shear at the liquid-vapor interface prevails, and
drainage by gravity can be neglected. The problem becomes a
laminar film condensation under forced convection, as shown
schematically in Fig. 5, and the film thickness ��y� increases
along with the direction of incoming flow.

At low mass-transfer rates, mass conservation for the liquid
film can be written as

�l
d

dy�
0

��y�

u�y,z�dz = hm�y���� − �sat�Ti�� =
q�y�
hfg

�8�

In Eq. �8�, u�y ,z� is the y-velocity distribution in the liquid layer,
hm�y� is the mass-transfer coefficient, �� and �sat�Ti� are the water
vapor densities in the air flow and at saturation conditions at the

Fig. 4 Problem description: laminar film condensation on a
vertical fin
interface, q�x� is the local latent heat transfer, and hfg is the heat
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f condensation. With Nusselt’s assumptions �25� that the effects
f both energy convection and fluid acceleration within the con-
ensate layer can be neglected, the momentum balance for the
iquid layer can be written as

�2u

�z2 = 0 �9�

he boundary conditions that must be satisfied by Eq. �9� are

z = 0, u = 0 �10a�

z = ��y�, 	�y� = 
l

�u

�z
�10b�

ecause the liquid film is assumed to be very thin, it is reasonable
o assume that the air flow imparts shear on a flat surface through

laminar boundary layer �again, assuming a low mass-transfer
ate�, thus

	�y� 	 	w = 0.332U���
U�

y
�1/2

�11�

quation �11� is from similarity solution for air flow over a flat
late, and � and 
 without subscript are the properties of incom-
ng air, which is a mixture of air and water vapor.

From Eq. �9� and its boundary conditions, the velocity distribu-
ion in the liquid u�y ,z� is determined to be

u�y,z� =
0.332U�


l
��
U�

y
�1/2

z �12�

ith Eq. �12�, the integral of Eq. �8� can be evaluated. After
earranging, the film thickness is found to be

��y� = 
 4
lDh
3/2�

0.332�l

2hfg�3/2�1/2q�y�1/2

Redh
3/4 y3/4 �13�

n Eq. �13� the air-side Reynolds number �Redh� and surface ratio
�� are defined as

Redh =
�DhUmax



�14�

� =
Amin

Afront
=

U

Umax
�15�

n order to obtain the mass retention on entire heat-transfer sur-
ace, we integrate both sides of Eq. �13� over the heat exchanger
ore depth Hf �i.e., along with the direction of air flow�. Noting

M = �lAT

1

Hf
�Hf

��y�dy �16a�

Fig. 5 Film condensation under forced convection
0

ournal of Heat Transfer
Ql = AT

1

Hf
�

0

Hf

q�y�dy �16b�

and that ��y� and q�y� are both power-law functions of y, the
result of integration is obtained to be

M = C1Ql
1/2/Redh

3/4 �17a�

C1 =
2

3
�Hf · Dh�3/4� 2
l�l�AT

0.332
2hfg�3/2�1/2

�17b�

In Eqs. �17a� and �17b�, C1 is a function of the liquid-vapor prop-
erties and geometrical parameters of the heat exchanger; however,
for a specified geometry, the property changes are very small over
the range of air-cooling conditions motivating this work. There-
fore, for simplicity, C1 is treated as a constant in subsequent cal-
culations.

2.3.2 Low Reynolds Number Limit. As Redh→0, air flow van-
ishes and a balance between viscous forces in the liquid layer and
gravity prevails. Liquid-vapor shear is neglected, and the conden-
sate is removed by gravity. This problem is classical laminar film
condensation and film thickness ��x� will only increase in the
direction of gravity �x�. An analysis similar to that of Sec. 2.3.1
gives the following result �provided without elaboration�:

M = C2Ql
1/3 �18a�

C2 = 0.8�
l�l

ghfg
�1/3

�3LfAT
2�1/3 �18b�

Again, C2 is considered as a constant. �Note that C1 and C2 are
not dimensionless.�

2.3.3 Interpolation Using Churchill’s Method. Mass retention
for intermediate Reynolds numbers is found by interpolating be-
tween the limiting the cases given in Eqs. �17a� and �18a� using
Churchill’s method �31� and the final expression is obtained to be

M = C1Ql
1/2 Redh

−3/4
1 + �C1Ql
1/6 Redh

−3/4

C2
�n�−1/n

�19�

Although the constants C1 and C2 are derived �Eqs. �17b� and
�18b��, the model will be closed by allowing them to be deter-
mined from experimental data along with n.

3 Results and Discussion
In this section, the thermal-hydraulic data �conventional j and f

factors� of the tested heat exchangers will be presented first, fol-
lowed by the dynamic and steady-state condensate retention re-
sults. The effects of surface wettability on the heat exchanger
performance and mass retention will then be discussed. Finally, a
comparison will be drawn between the measured steady-state re-
tention data and the predictions from the filmwise condensation
modeling. Through a standard error-propagation calculation, the
uncertainty in j factors was found to be about �5% at low air-side
Reynolds number �Redh�100� and about �19% at high air-side
Reynolds number �Redh�400�, which is mostly from the uncer-
tainty of upstream and downstream dew-point measurements. The
uncertainty in f is about �5% at low air-side Reynolds numbers
and less than �4% at high air-side Reynolds numbers. The accu-
racy of pressure transducers is the major source for uncertainty in
the f results. The uncertainty in retention mass �M� measurements
was estimated to be less than �5% under steady-state conditions,
mainly due to the small fluctuations caused by discrete shedding
behavior.

3.1 Air-Side Thermal-Hydraulic Performance. Air-side
heat-transfer and pressure-drop results under fully wet conditions
are presented in the form of sensible j factors and f factors as

functions of air-side Reynolds number Redh in Figs. 6 and 7. The
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ata suggest that the specimens treated to improve wettability
how slightly lower Colburn j factors than do the untreated heat
xchanger �Fig. 6�, but the difference is almost within the experi-
ental uncertainty. Figure 7 shows that the two hydrophilic speci-
ens ��A�30 deg and �A�50 deg, respectively� display much

ower f factors than does the untreated one, and specimen 3��A

110 deg� has the highest friction factors. The condensation oc-
urring on specimens 1 and 2 is essentially filmwise, and that
ccurring on specimens 3 and 4 is more dropwise in nature.
herefore, droplets on the surfaces of specimens 3 and 4 present a

arger projected area to the flow and might even form interfin
ridges and block the air flow. In support of this explanation, the
riction factors for specimens 3 and 4 are more sensitive to the
ir-side Reynolds number compared with hydrophilic specimens,
mplying that under increased liquid-vapor shear the droplet num-
er density as well as its distribution will be significantly affected
or dropwise condensation, whereas the thin water film on hydro-
hilic heat exchangers is not significantly affected. The reason
hy the f factors for specimen 1��A�30 deg� are slightly higher

han for specimen 2��A�50 deg� is not clear, but it may be due

ig. 6 Colburn j factors versus Redh under fully wet test
onditions

ig. 7 Fanning f factors versus Redh under fully wet test

onditions

51802-6 / Vol. 131, MAY 2009
to the experimental uncertainties, since these two specimens have
very similar surface characteristics and their behaviors are ex-
pected to be close. From Figs. 6 and 7, it is clear that the heat
exchanger area goodness �j / f� for the hydrophilic specimens is
more than twice that of the hydrophobic specimens. These data
indicate that operating at a fixed pressure drop, the hydrophilic
specimens would provide a significant increase in heat duty at
identical operating conditions.

For a single plain surface, because dropwise condensation pre-
vents the buildup of an insulating liquid film and provides a large
portion of bare surface area for heat transfer, it is widely reported
that dropwise condensation can offer higher rates of heat transfer
than filmwise condensation. However, the situation is more com-
plicated for condensation occurring on the air-side surface of an
evaporator. In most cases, the j factor also depends on the geom-
etry of the heat exchanger. For example, if a heat exchanger has
offset-strip or louvered fins, droplet retention will sometimes de-
teriorate the inherent boundary layer restarting effect of the inter-
rupted surface and cause a degradation in heat transfer. Also, for
heat exchangers with very tight fin pitch—as the specimens tested
in this study �Fp�1.2 mm�—droplet bridging occurs on a large
portion of the surface. Condensate retained in the space between
adjacent fins severely blocks the air-flow passage. As a result, no
obvious difference in j factors for the hydrophilic and hydropho-
bic specimens is observed in Fig. 6.

In summary, for the heat exchangers tested in this study, the
heat-transfer performance is not strongly influenced by the con-
densate retention, but pressure drop is significantly reduced by the
enhancement of surface wettability. These results are similar to
those observed by Wang et al. �8� and demonstrate that manipu-
lating the surface wettability can remarkably reduce the pressure
drop of heat exchangers without deleteriously affecting heat trans-
fer. This behavior might result in reduced fan power and reduced
fan noise, or at fixed pressure drop filmwise condensation might
allow higher air-side velocities and an attendant increase in heat
transfer.

3.2 Dynamic Condensate Retention Data. Two sets of real-
time retention measurements for the heat exchangers are given in
Fig. 8, where data are presented for two fixed blower frequencies2

and otherwise identical operating conditions �Ta,in=23.9°C, Tc,in
=4.4°C, DPup=18.3°C, and ṁc=0.056 kg /s�. As shown in Fig.
8, the heat exchangers were initially dry; over time condensate
accumulated on the air-side heat-transfer surface. As the mass of
retained condensate increased, gravitational and flow forces even-
tually overcame surface-tension retaining effects and condensate
would start to drain from the heat exchanger. When the rate of
deposition is balanced by shedding, a steady-state value of mass
retention is achieved, as shown in Fig. 8. In spite of using chilled-
mirror dew-point sensors and a PID controller, the dew point in
the wind tunnel sometimes fluctuated �by 2°C at most�. Thus, one
must exercise caution not to draw too much from the details of the
results in Fig. 8, especially over long periods of time. The general
behavior is most important.

It is obvious that under the same operating conditions, speci-
men 1��A�30 deg� and specimen 2��A�50 deg� retain much
less condensate than do the other two specimens, which are rela-
tively more hydrophobic. This behavior is due to the filmwise
condensation on the hydrophilic heat exchangers. Moreover, the
water film is very thin, and much more uniform, which reduces
the possibility of bridging to occur between the adjacent fins. The
reduced retention on hydrophilic specimens is congruent with the
explanation for the reduced friction factors in Fig. 7.

It is noteworthy that the time required to achieve steady-state
condensation for more hydrophobic heat exchangers �specimens 3

2During the experiments, the accumulation of condensate changed the friction
factor. The experiments were conducted at two fixed blower frequencies: 42 rpm

corresponds to a dry-surface Redh�250 and 50 rpm corresponds to Redh�350.
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nd 4� is usually longer than for the hydrophilic ones �specimens
and 2�. This behavior may be manifested simply because the
ore hydrophobic heat exchangers retain much more condensate

t steady state, which takes more time to accumulate if the depo-
ition rates are similar. The dropwise condensation, which is much
ess uniform and unstable than a thin condensate film, may require
longer time to attain a stationary condensate distribution needed

or steady state.
Comparing Fig. 8�a� to Fig. 8�b�, it can be concluded that in-

reasing the air blower frequency, i.e., increasing the air face ve-
ocity �or air-side Reynolds number� causes a reduction in the

ass retention. By increasing the air blower frequency from 42
pm �a� to 50 rpm �b�, the steady-state retention of specimens 1
nd 2 decreased from about 65 g /m2 to 50 g /m2, and the reten-
ion for specimens 3 and 4 decreased from more than 100 g /m2

o approximately 85 g /m2. This behavior will be discussed fur-
her in Sec. 3.3.

3.3 Steady-State Condensate Retention. The mass retention
ata in the steady-state region of the real-time retention measure-
ent were averaged for each individual experiment to provide

ig. 8 The mass of retained condensate on the tested heat
xchangers as a function of time. These data were obtained
nder conditions: Ta,in=23.9 deg, Tc,in=4.4°C, DPup=18.3°C,
nd ṁc=0.056 kg/s: „a… air blower frequency 42 rpm or dry-
urface RedhÈ250; „b… air blower frequency 50 rpm or dry-
urface RedhÈ350
teady-state mass retention data for different specimens over a

ournal of Heat Transfer
range of air and coolant temperatures, flow rates, and humidity.
The influence of each parameter on the mass retention was inves-
tigated. It was found that the amount of condensate retained on the
heat exchanger increases as the air-side Reynolds number de-
creases, the relative humidity increases, the coolant temperature
decreases, and the coolant mass flow rate increases. Again, the
wettability of the fin surface also plays an important role. Under
similar operating conditions, the hydrophilic specimens 1 and 2
always retain much less condensate than do specimens 3 and 4,
which are relatively more hydrophobic.

The effects on steady-state retention as discussed in the previ-
ous paragraph can be simplified by noting that the trends all fol-
low an increased retention with an increased latent heat-transfer
rate. For that reason, and with the hope of further clarifying the
trends in the data, the steady-state retention data in Fig. 9 are
provided for cases with similar Ql. Figure 9 shows that, for heat
exchangers with similar latent heat-transfer rate, mass retention
decreases with air-side Reynolds number, and with similar air-side
Reynolds number, mass retention increases with the amount of
latent heat transfer Ql �Fig. 10�. These results and the success of
using an M /AT dependence on Ql in plotting the data are easily
explained by referring to Eq. �13�, which is developed from the
filmwise condensation model. At a fixed Redh, increasing the heat
flux �say by lowering the coolant circulating temperature� will
increase the film thickness, which in turn increases retention. On
the contrary, a higher air-side Reynolds number increases shear at
the liquid-vapor interface, causing an increased flow of the con-
densate film toward the exit face of the heat exchanger and a
decrease in retention. Finally, it is also clear that the more hydro-
philic surfaces �specimens 1 and 2� retain less condensate than do
the more hydrophobic surfaces �specimens 3 and 4� under all con-
ditions.

3.4 Comparison Between Modeled and Measured
Retentions. The observed fact that mass retention is a function of
air-side Reynolds number and latent heat transfer supports the
modeling procedure �Eqs. �17a� and �18a��. With the retention
behavior formulated for the limiting cases of very small and very
large air-side Reynolds numbers, the retention data �spanning Redh
from about 100 to 600� were correlated using Eq. �19� and param-
eters C1, C2, and n were found to minimize the least-squared error
�Table 3�. If applied to the entire data set, C1=2.17, C2=0.51, n
=0.339, and the rms deviation becomes 26.7%. The resulting pre-

Fig. 9 With similar latent heat transfer Ql /ATÈ115 W/m2,
mass retention decreases with air-side Reynolds number
„least-squared-error power-law fits to data shown to enhance
readability…
dictions of retained condensate are compared with the experimen-
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al results in Fig. 11. Figure 11 shows that Eq. �19� works well for
redicting the mass retention on the tested heat exchangers under
ost conditions. Figure 11 also shows that the model does a better

ob for specimen 1 ��A�30 deg� and specimen 2 ��A�50 deg�
ompared with the other two specimens. The rms deviation of the
odeled retention from the experimental measurements was

2.5% for specimens 1 and 2, but it was 15.8% for specimens 3
nd 4. It should be anticipated that the model is more successful
or specimens that are hydrophilic because it is based on an as-
umed filmwise condensation, and these results are congruent
ith that expectation.
This new model differs fundamentally from earlier attempts to

redict condensate retention in air-cooling applications �13,17�, in
hat it relies on an important simplification in constructing the
elationship M = f�Redh,Ql� of Eq. �19�. A continuous stable film
f condensate on each fin surface was assumed to exist. Certainly,
he tubes and slits on the fin surface interrupt the water film.

oreover, this model does not account for interfin bridging ef-
ects, and at the fin pitch of these heat exchangers �fp=1.2 mm�
ondensate might form bridges. This model is expected to work
est for plain-fin hydrophilic heat exchangers with a large fin
pacing; nevertheless, it has been demonstrated to provide predic-
ions with engineering value for more complex fins at a relatively
ight fin spacing.

Clearly, this simple filmwise model does not capture the com-
lex physics of retention on these heat exchangers because the
ondensate dynamics are known to include droplet and bridge
ormation on untreated aluminum heat exchangers. The relative
uccess of the model, these complexities notwithstanding, prob-
bly implies that Eq. �19� somehow embodies the salient features
f the physics. We believe that the results as given in Figs. 9 and
0, as well as the trends of those data that can be explained
hrough Eq. �19�, strongly suggest that the Redh and Ql depen-

Table 3 Constants for Eq. „19…

Specimen C1 C2 n

1 4.67 0.03 0.566
2 4.14 0.11 0.367
3 4.94 0.42 0.309
4 1.08 0.57 0.579

ig. 10 With similar air-side Reynolds number RedhÈ275,
ass retention increases with the amount of latent heat trans-

er „least-squared-error power-law fits to the data shown to en-
ance readability…
51802-8 / Vol. 131, MAY 2009
dence of M is the most important dependence. By isolating their
effects as in Eq. �19�, we might think of Redh as providing for
drainage and Ql as providing for deposition.

4 Summary and Conclusion
This study reports the experimental data for condensate reten-

tion and thermal-hydraulic results for slit-fin round-tube heat ex-
changers with identical geometry and differing surface wettability.
The effects of wettability are reported, and conventional methods
have been used to provide air-side j and f factors. A link between
retained condensate and thermal-hydraulic performance is estab-
lished. For the first time, the effects of air and coolant tempera-
tures, velocities, relative humidity, and surface wettability are all
examined for their impact on the amount of condensate retention
on the air side of heat exchangers. The significant experimental
findings are summarized as follows: �1� Under the same operating
conditions, hydrophilic heat exchangers retained less water than
heat exchangers that are more hydrophobic; �2� enhancing the
wettability of the fin surface significantly reduced the wet-surface
pressure drop without decreasing the sensible heat-transfer coef-
ficient; �3� condensate retention increased with smaller air-side
Reynolds numbers and with a higher relative humidity of the air,
a lower coolant circulating temperature, and a larger coolant mass
flow rate. In other words, the retained condensate mass increased
with latent heat-transfer rate and decreased with air-side Reynolds
number.

Based on a laminar filmwise condensation analysis, a model for
predicting the mass of retained condensate on hydrophilic heat
exchangers was presented. The model was successful in predicting
the magnitude and trends of condensate retention for the heat
exchanger specimens over a wide range of tested conditions. The
current model is restricted by the assumption of continuous and
stable laminar film condensation on the fin surface. It also ne-
glects all of the effects of interfin interactions. Nevertheless, the
model gives predictions with engineering value and could be used
for evaluating the condensate retained on a heat exchanger with
the latent heat-transfer estimated. Future refinements of this mod-
eling could involve the tube effects and consider condensate
bridging impact.
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omenclature
Afront � frontal area of the heat exchanger
Amin � minimum flow area

AT � total surface area
Cp � specific heat
Dh � hydraulic diameter
Do � outside tube diameter

f � Fanning friction factor
Fp � fin pitch
G � mass flux at minimum flow area
h � heat-transfer coefficient

ha,in � enthalpy of inlet air
ha,out � enthalpy of outlet air

Hf � heat exchanger core depth
hfg � heat of condensation
hm � mass-transfer coefficient

j � Colburn j factor
k � thermal conductivity

Lf � fin length
Ls � length of slit between tubes
M � condensate retention
ṁ � mass flow rate

Nu � Nusselt number
Nt � number of tubes

NTU � number of transfer units
Pr � Prantdl number

Qair � air-side heat-transfer rate
Qc � coolant-side heat-transfer rate
Ql � total latent heat-transfer rate
q � local latent heat flux

Re � Reynolds number
SL � longitudinal tube spacing
ST � transverse tube spacing
St � Stanton number
T � temperature
t � fin thickness
u � y-velocity in the liquid film; Fig. 5

Umax � air velocity based on minimum flow area
Wd � width of the heat exchanger

reek Symbols
� � film thickness
� � contact angle

 � dynamic viscosity
� � density
� � surface ratio Amin /Afront
	 � shear stress

�P � air-side pressure drop across the heat
exchanger

ubscripts
HX � heat exchanger

A � advancing �contact angle�
R � receding �contact angle�
a � air
c � coolant
l � liquid water

w � wall
up � upstream of the heat exchanger

down � downstream of the heat exchanger
� � incoming air properties

sat � saturation
dh � hydraulic diameter
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A Simplified Model of Heat and
Mass Transfer Between Air and
Falling-Film Desiccant in a
Parallel-Plate Dehumidifier
This paper presents a simplified model to predict the heat and mass transfer between air
and falling-film liquid desiccant during dehumidification in a parallel-plate absorber.
First-order, ordinary differential equations are used to estimate the heat and mass trans-
ferred, and explicit equations are derived from conservation principles to yield the exiting
absorber conditions for different flow arrangements. The developed model uses a control
volume approach that accounts for the change in film thickness and property values. The
model results were within 5% of a more complicated parallel-flow model currently avail-
able in literature. The model was also in good agreement with existing experimental data
for a counterflow absorber. �DOI: 10.1115/1.3082420�
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Introduction
The cost of electricity, grid stability, and global warming have

ecome growing concerns, which are leading to alternative
ources of energy generation and a primary focus on the efficient
se of energy. One such area of interest is energy use in buildings
here heating, ventilating, air conditioning, humidity control, and

ndoor air quality are important factors that also consume a large
ortion of the energy supplied to the building. When compared
ith traditional air conditioning methods, parallel-plate liquid des-

ccant systems can provide improved humidity control and re-
uced overall energy consumption while shifting the energy use
way from electricity toward renewable and cheaper fuels �1–3�.
n addition, liquid desiccants have the ability to filter the air of
otentially hazardous inorganic and organic contaminants allow-
ng for better indoor air quality �3,4�.

During dehumidification in the absorber, water is directly trans-
erred from the air and absorbed into the desiccant solution be-
ause the vapor pressure of the water vapor in the air is greater
han the equilibrium vapor pressure of water in the air at the
ir-desiccant interface �5�. This equilibrium vapor pressure is
ore easily referred to as the vapor pressure of the desiccant. The

everse process of removing water from the desiccant solution to
llow it to be reused occurs in the regenerator, where the vapor
ressure of the desiccant is higher than the air stream. This pro-
ess, called regeneration, is driven by heat. While solid desiccants
ave to be regenerated at temperatures between 80°C and 100°C,
iquid desiccants can be regenerated at lower temperatures, be-
ween 50°C and 80°C, which allows regeneration from heat
ources such as solar energy �6,7�. Other heat sources include gas
urners or waste exhaust heat from industrial processes, cooling,
eating, and power �CHP� applications, or from the compressor of
ither a vapor compression cycle or an absorption cycle.

Parallel-plate absorbers utilize a film of desiccant that is distrib-
ted across a vertical plate. The absorber consists of multiple
arallel-plates with the air flowing through the gaps in the plates.
arallel-plate absorbers are often internally cooled, resulting in

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received December 5, 2007; final manuscript
eceived November 13, 2008; published online March 18, 2009. Review conducted

y S. A. Sherif.

ournal of Heat Transfer Copyright © 20
isothermal absorption, where cool water or a refrigerant flows
through the plates, which effectively removes the heat of absorp-
tion. Isothermal absorption has the potential to provide simulta-
neous dehumidification and cooling of the air. Adiabatic absorp-
tion occurs in the absence of internal cooling, where the
temperature of the air and the desiccant will increase due to the
latent heat of the absorbed water vapor requiring a higher desic-
cant mass flow rate for efficient dehumidification �7�.

Several researchers have performed experimental and theoreti-
cal investigations on the heat and mass transferred in a parallel-
plate absorber �7–14�. Some of these are Kessling et al. �7�, Ra-
hamah et al. �11�, Ali et al. �12,13�, and Mesquita et al. �14�.

Kessling et al. �7� conducted experiments for internally cooled
parallel-plates with water flowing horizontally through the plates,
LiCl desiccant flowing down the plates, and air flowing upward
between the plates. Variable solution mass flow rates and variable
air mass flow rates were tested. In addition, a finite difference
model was used to estimate the mass transfer coefficient, �, from
each experiment’s inlet and exiting conditions.

Numerical models for parallel-plate absorbers have been devel-
oped that utilize finite difference methods. The second-order par-
tial differential equations that describe fluid motion for each flow
stream are solved at discrete nodes using interfacial equilibrium
conditions. Isothermal absorption is modeled using constant prop-
erty values. In addition, the flow is assumed to be steady state.
This assumption neglects the rate of water vapor absorbed into the
desiccant film and results in a desiccant film of constant-thickness.
Models of this nature include Rahamah et al. �11�, who investi-
gated a parallel-flow arrangement, Ali et al. �12�, who compared
parallel and counterflow arrangements, and Ali et al. �13�, who
modeled a crossflow arrangement.

Mesquita et al. �14� developed three models to investigate the
parallel and counterflow arrangements for an isothermal wall. In
their model, they used constant property values. The first model
used a constant desiccant film. The second model used a variable
desiccant film thickness and a varying desiccant mass flow rate.
The final model was a simplified model that decoupled the heat
and mass transfer processes resulting in two independent first-
order differential equations for energy and species. The process
was decoupled by neglecting the latent heat of absorption because
it was immediately removed by the internal cooling. The heat

transfer coefficient in the simplified model was determined from a

MAY 2009, Vol. 131 / 052001-109 by ASME
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usselt number correlation and the mass transfer coefficient was
etermined from the Chilton–Colburn analogy. The constant-
hickness models underpredicted the dehumidification, especially
or low desiccant mass flow rates.

The objective of this paper is to develop a simplified model of
esiccant dehumidification in a parallel-plate absorber that ac-
ounts for the varying thickness of the desiccant film. This sim-
lified model would reduce simulation time, mainly because
econd-order partial differential equations no longer have to be
olved. As a result, the application of absorbers and regenerators
n complete systems could easily be modeled and evaluated. The

odel uses a control volume approach to determine the exiting
onditions of a parallel-plate absorber based on the calculated
ates of water and heat transferred from the air flow to the desic-
ant films. The model formulation for a control volume is devel-
ped followed by the model procedure for each flow arrangement.
esults are presented and compared with available data from the
pen literature.

Analysis
This section presents the equations used to develop the model.

he equations for adiabatic and isothermal absorptions, which are
sed to determine the exiting conditions of one control volume,
re presented. This is followed by the procedure to determine the
xiting conditions of the absorber from the control volumes.

2.1 Mathematical Formulation of Elemental Control
olume. In order to predict the overall performance of a parallel-
late absorber, only one channel of the absorber must be investi-
ated, as each channel behaves independently. The schematic for
ne channel is presented in Fig. 1 for �a� crossflow, �b� parallel,
nd �c� counterflow arrangements. In every case, the desiccant
olution flows down the inner side of each plate while the air
ows through the channel.
To model the dehumidification process, the air flow and each

esiccant film are divided into control volumes. The control vol-
mes relative to the plate are illustrated in Fig. 2 and separated in
ig. 3 to include the rates of mass, water, and energy that cross the

nlet and exit of the desiccant and air control volumes. Even
hough a parallel-flow arrangement is depicted, the direction of
he air stream does not affect the governing equations for the
ontrol volume, but rather influences the procedure when analyz-
ng the entire plate.

For each control volume, the inlet mass flow rate, inlet concen-

Fig. 1 Channel schematic for „a… cro
arrangements
ration of water, and inlet enthalpy, determined from the inlet tem-

52001-2 / Vol. 131, MAY 2009
perature, are known. The inlet concentration of water in the air
stream, Ca, is calculated using the molecular weight �MW� of
water and dry air and the respective partial pressures according to

Ca =
MWwPw

MWda�P − Pw� + MWwPw
�1�

In addition, the inlet concentration of water in the air stream can
be determined from the humidity ratio of the air, Wa, �kgw /kgda�,
using the expression

Ca =
Wa

1 + Wa
�2�

The inlet concentration of water in the desiccant solution, �d, is
related to the concentration of the desiccant in the solution, Cd, by

�d = 1 − Cd �3�
Assumptions made in the formulation of the governing equa-

tions for one control volume include the following: The property
values are constant and equal to the inlet value across the control
volume, thermodynamic equilibrium exists at the air-desiccant in-
terface, steady state, no heat or mass is transferred to or from the
surroundings, no shear forces exists between the air and desiccant
solution, no entrance length effects, and no body forces.

To determine the exiting conditions of the air and desiccant
control volumes, the rates of water and heat transferred from the
air to one desiccant film are first determined according to

ow, „b… parallel, and „c… counterflow
ssfl
Fig. 2 Control volume relative to the plates
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mw = hm�a�Ca − Cint��x�y �4�

Qc = hh�Ta − Td��x�y �5�

here hm and hh are the mass and heat transfer coefficients, re-
pectively, and Cint, the equilibrium water concentration at the
ir-desiccant interface, is calculated by using the vapor pressure of
he liquid desiccant solution instead of the water vapor pressure in
q. �1�. In Eq. �4� the vapor pressure of the liquid desiccant so-

ution is calculated using the desiccant solution temperature since
t was reported by Klausner et al. �15� that the difference between
he interface temperature and the liquid temperature is negligible.

Next, conservation principles are applied across the control vol-
me. Conservation of mass will yield the exiting mass flow rates,
onservation of water will yield the exiting concentration of water,
nd conservation of energy will be used to determine the exiting
emperatures. The conservations of mass and water for the air and
esiccant solution are

ṁa.e = ṁa.i − 2ṁw �6�

Ca.e =
Ca.iṁa.i − 2ṁw

ṁa.e

�7�

ṁd.i + ṁw = ṁd.e �8�

�d.e =
�d.iṁd.i + ṁw

ṁd.e

�9�

2.2 Adiabatic Absorption. Dividing the air into its compo-
ents of dry air and water vapor, the energy balance can be written
s

ṁda.ihda.i + ṁwv.ihg.i = ṁda.ehda.e + ṁwv.ehg.e + 2ṁwhf .e + 2Qc

�10�

here the mass flow rates of dry air and water vapor are ṁda
�1−Ca�ṁa and ṁwv=Caṁa, respectively. Using these expres-

ions and Eqs. �6� and �7�, the exiting mass flow rate of dry air
nd water vapor are

ṁda.e = ṁda.i �11�

ṁwv.e = ṁwv.i − 2ṁw �12�
n order to determine the exiting temperature of the air flow, the
nthalpy values must be represented as a function of temperature.
his is done using the expressions

he − hi = cp�Te − Ti� �13�

hf .e = cp.fTa.e �14�

hg.e = hg.0°C + cp.gTa.e �15�

here hg.0°C is the enthalpy of water vapor at 0°C. Substituting
qs. �11�–�15� into the energy balance of Eq. �10�, the exiting air

Fig. 3 Individual control volumes
emperature is

ournal of Heat Transfer
Ta.e =
ṁda.icp.daTa.i + ṁwv.icp.gTa.i + 2ṁwhg.0°C − 2Qc

ṁda.icp.da + ṁwv.icp.g − 2ṁw�cp.g − cp.f�
�16�

Likewise, the energy balance for a desiccant film control volume
is

ṁd.ihd.i + ṁwhf .e + Qc = ṁd.ehd.e �17�

where the enthalpy values are taken to be hd=cp.dTd. The exiting
desiccant temperature is then

Td.e =
ṁd.icp.dTd.i + ṁwcp.fTa.e + Qc

ṁd.ecp.d

�18�

2.3 Isothermal Absorption. During isothermal absorption,
each plate is internally cooled with water or a refrigerant. With an
adequate flow rate of the internal fluid, the desiccant plate and,
therefore, the desiccant solution will have a constant temperature
equal to that of the internal fluid within a negligible distance of
the absorber inlet

Td.e = Twall �19�
Substituting the exiting mass flow rates, Eqs. �11� and �12�, into

Eq. �10�, the energy balance can be expanded and rearranged to
yield

0 = ṁda.i�hda.e − hda.i� + ṁwv.i�hg.e − hg.i� − 2ṁw�hg.e − hf .e� + 2Qc

�20�

where the heat of absorption term �hg.e−hf .e� goes to zero for
isothermal absorption. Using the same expression for the change
in enthalpy, Eq. �13�, the exiting air temperature reduces to

Ta.e = Ta.i −
2Qc

ṁa.icp.a

�21�

2.4 Determination of Transfer Coefficients. In the process
of finding the exiting conditions for the air flow and desiccant
film, the heat and mass transfer coefficients must be known. For
laminar flow through a duct with constant surface temperature, the
Nusselt number for air is 7.54 �16,17�. The heat transfer coeffi-
cient can then be obtained from the definition of Nusselt number
and hydraulic diameter

hh =
Nu ka

Dh
�22�

Dh =
4Ac

Pwetted
=

4Y�w − 2�d�
2Y

= 2�w − 2�d� �23�

where the thickness of the desiccant film, �d, is �11–14�

�d = �3ṁd�d

�d
2g

�1/3

�24�

The mass transfer coefficient is determined from the Chilton–

r the air flow and desiccant films
fo
Coulburn analogy as
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cp.a
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Da.wv
�−2/3

�25�

or each control volume �d ,Dh ,hh, hm, and the physical properties
re recalculated based on the inlet conditions of the control vol-
me.

2.5 Model Procedure. For the simplest case of a parallel-
ow arrangement, Fig. 1�b�, the width of each control volume is
qual to the width of the plate. The height of each control volume
s the height of the plate, Y, divided by the number of control
olumes, Ny, as shown in Fig. 4.
The known absorber inlet conditions for the air and desiccant

olution are the inputs to the first control volume. The outputs of
his control volume are determined and become the inlet condi-
ions for the next control volume. This process is repeated until
he outputs for the final control volume, the exiting conditions of
he absorber, are determined.

Complexities arise in the counterflow arrangement, Fig. 1�c�,
ecause an iterative approach is required. Initially, for every con-
rol volume the desiccant solution is given a constant concentra-
ion and temperature equal to the inlet condition of the absorber,
isplayed in Fig. 5�a�. The outlet air conditions are determined
nd the transfer rates of water and heat from each control volume

Fig. 4 Procedure illustration for parallel-flow
Fig. 5 Procedure illustration for counterflow

52001-4 / Vol. 131, MAY 2009
are saved. The latter information is then used to determine the
exiting desiccant conditions, Fig. 5�b�. Next, the calculated desic-
cant outputs for each control volume replace the previously con-
stant desiccant values and the exiting air conditions are recalcu-
lated. This process continues until two consecutive solutions are
within a specified tolerance.

In the previous two arrangements, parallel and counterflow, the
program procedure was one dimensional. In the crossflow ar-
rangement, Fig. 1�a�, the procedure is similar but becomes two
dimensional. The height of each control volume remains the
height divided by the number of control volumes down the plate.
The width of each control volume becomes the width of the plate,
X, divided by the number of control volumes across the plate, Nx,
given in Fig. 6.

An important note is that the inlet mass flow rates to the ab-
sorber must be adjusted to obtain the inlet mass flow rate for
certain control volumes, and the exiting mass flow rates leaving
the absorber are the sum of the individual rates leaving the last
control volumes. For example, the inlet mass flow rate of air for
the control volumes in the first column, ṁa.i1,m

for CV1,m, and the
exiting desiccant mass flow rate of the absorber are

ṁa.i1,m
=

ṁa.i

Ny
�26�

ṁd.e = �
n=1

Nx

ṁd.en,Ny
�27�

To quantify the other exiting conditions, an average is taken of the
exiting values from the control volumes on the last row or col-
umn. For example, the exiting humidity ratio of air is

Wa.e =
1

Ny �
m=1

Ny

Wa.eNx,m
�28�

3 Results and Discussion
To initially validate the results of the program, a simple mass

balance was performed to verify that the amount of water lost by
the air was equal to the amount of water absorbed by the two
desiccant films, which is represented by

ṁa.iCa.i − ṁa.eCa.e = 2�ṁd.e�d.e − ṁd.i�d.i� �29�
Next, the model was compared with available theoretical and

experimental data in literature. The parallel-flow arrangement was
compared with the variable-thickness model developed by Mes-
quita et al. �14�, which determined the exiting air temperature and

Fig. 6 Procedure illustration for crossflow
humidity ratio for a range of inlet desiccant mass flow rates. The

Transactions of the ASME



T

P
P
P
T
F
A

F
m
variable-thickness model by Mesquita et al. †7‡

T
c
b

A
A
A
D
D
W
P
P
P
N
D
F
A

Journal of Heat Transfer
inlet conditions and absorber characteristics for the model are
given in Table 1. Figure 7 shows the exiting humidity ratio for a
range of inlet desiccant mass flow rates. From this figure, it can be
observed that the humidity ratio decreases with the increase in the
inlet desiccant mass flow rate. Also, Fig. 7 illustrates that the
results of the present model are in good agreement with the
variable-thickness model developed by Mesquita et al. �14� with
the maximum error being about 5%.

A simulation implementing a counterflow arrangement was
compared with two sets of experiments conducted by Kessling
et al. �7� with the absorber characteristics given in Table 2. In an
additional simulation, the present model used the � values as a
constant input value for the mass transfer coefficient. The experi-
mental inlet conditions, along with the calculated � values, for
variable inlet desiccant mass flow rate and variable inlet air mass
flow rate experiments are given in Tables 3 and 4, respectively.
The desiccant mass flow rates presented by Kessling et al. �7�
were for one channel of an absorber. The desiccant mass flow
rates currently reported have been adjusted to reflect the mass
flow rate down a single plate. In addition, the wall temperatures
currently reported are an average of the measured inlet and exiting
temperatures of the internal cooling water reported by Kessling et
al. �7�. The exiting humidity ratio values are plotted in Fig. 8 for
the range of inlet desiccant mass flow rates and Fig. 9 presents the
results for the range of inlet air mass flow rates. Figure 8 shows
that the exiting humidity ratio decreases with the inlet desiccant
mass flow rate, while Fig. 9 demonstrates that the exiting humid-
ity ratio increases with the inlet air mass flow rate.

The two models follow the experimental trend for both sets of
experiments. In comparison to the variable inlet desiccant mass
flow rate experimental data, the present model �Nu=7.54� gave
9% error for the lowest mass flow rates, but showed large errors,
up to 30%, for the highest inlet desiccant mass flow rate. When
Mesquita et al. �14� compared a counterflow arrangement of the
variable-thickness model to this set of experiments, the error in
the exiting humidity ratio went from approximately 0% for the
lowest desiccant mass flow rate to about 15% for the highest
desiccant mass flow rate. The difference between the present
model and the variable-thickness model by Mesquita et al. �14�
could be due to the use of the constant Nusselt number along with
the method used for determining the mass transfer coefficient. For
variable inlet air mass flow rates, the present model predicted the
exiting air conditions within 17% for the lowest air mass flow
rates and 13% for the highest air mass flow rates.

When comparing to both sets of experiments, the present model
consistently underpredicted the dehumidification; however, when
the � values were used as the mass transfer coefficients in the

cant mass flow rates with a constant inlet air

0.374 0.229 0.169 0.142 0.116
14.5 14.5 14.5 14.5 14.4
24.6 24.4 24.4 24.1 23.9
40.2 40.2 40.2 40.2 40.2
24.3 24.25 24.25 24.25 24.2
22.6 20.8 20.3 21.5 20.7

ass flow rates with a constant inlet desiccant

12.51 15.52 18.68 21.72 24.83
14.6 14.6 14.7 14.7 14.7
23.6 23.4 23.3 23.5 23.8
40.2 40.2 40.2 40.2 40.2
24.2 24.25 24.25 24.25 24.25
23.5 25.4 27.7 29 30.7
able 2 Absorber characteristics from Kessling et al. †7‡

late height, Y �m� 0.46
late width, X �m� 0.98
late spacing, w �m� 0.0055
otal pressure, P �Pa� 96000
low arrangement Counterflow
bsorption process Isothermal
Table 3 Inlet conditions for a range of inlet desic
mass flow rate of 12.64 g/s †7‡

Desiccant mass flow rate, ṁd g/s� 1.242 0.653
Air humidity ratio, Wa �gw /kga� 14.4 14.5
Air temperature, Ta �°C� 24.5 24.8
Desiccant concentration, Cd �%� 40.2 40.2
Wall temperature, Twall=Td �°C� 24.3 24.3
Mass transfer coefficient, � �mm/s� 25.9 25.2
ig. 7 Exiting humidity ratio for a range of inlet desiccant
ass flow rates of the present model compared with the
able 1 Inlet conditions and absorber characteristics used to
ompare the present model with the variable-thickness model
y Mesquita et al. †14‡

ir mass flow rate ṁa �kg/s� 0.01264
ir humidity ratio, Wa �kgw /kga� 0.015228
ir temperature, Ta �°C� 30
esiccant concentration, Cd �kgd /kgs� 0.4
esiccant temperature, Td �°C� 25
all temperature, Twall �°C� 25

late height, Y �m� 0.5
late width, X �m� 1
late spacing, w �m� 0.005
umber of control volumes, Ny 500
esiccant LiCl
low arrangement Parallel
bsorption process Isothermal
Table 4 Inlet conditions for a range of inlet air m
mass flow rate of 0.1175 g/s †7‡

Air mass flow rate, ṁa �g/s� 6.36 9.48
Air humidity ratio, Wa �gw /kga� 14.5 14.4
Air temperature, Ta �°C� 24.7 23.4
Desiccant concentration, Cd �%� 40.2 40.2
Wall temperature, Twall=Td �°C� 24.2 24.25
Mass transfer coefficient, � �mm/s� 18.7 21.5
MAY 2009, Vol. 131 / 052001-5



m
i
l
v
f
r

a
r
p
t
h
a
t
�
a
a

4

c
o
c
v
a
t
d

ime

0

odel, the results were significantly improved. For the variable
nlet desiccant mass flow rate, the errors were about 5.5% for the
owest mass flow rate and about 9% for the highest mass flow. The
ariable inlet air mass flow rate resulted in errors of about 13.5%
or the lowest mass flow rates to almost 0% for high mass flow
ates.

The experimental data and associated uncertainties for the vari-
ble inlet desiccant mass flow rate and variable inlet air mass flow
ate experiments conducted by Kessling et al. �7� were used to
erform a complete uncertainty analysis. Using the � values for
he mass transfer coefficient, the model uncertainty in the exiting
umidity ratio has an average of 6.5%. The model uncertainty,
long with the experimental data of Kessling et al. �7�, was used
o validate the model using the methodology described in Ref.
18�. The model was validated over the range of the input vari-
bles at the validation level of approximately 7% for the exiting
ir humidity ratio.

Conclusion
A simplified model to determine the air and desiccant exiting

onditions of a parallel-plate absorber was successfully devel-
ped. Conservation of mass, water, and energy were used in a
ontrol volume approach that allowed for property variations and
arying desiccant thickness. Procedures for parallel, crossflow,
nd counterflow were presented. Using a constant Nusselt number,
he developed model was within 5% of a more complicated finite

Fig. 9 Exiting humidity ratio for a r
present model compared with exper

Fig. 8 Exiting humidity ratio for a ra
of the present model compared with
ifference model for flow in a parallel arrangement. However,

52001-6 / Vol. 131, MAY 2009
larger errors, between 10% and 30%, arose when the model was
compared with available experimental data for a counterflow ar-
rangement. When an experimentally determined mass transfer co-
efficient was used in the model, the counterflow results were
within 13.5%.

Nomenclature
Ac � cross-sectional area �m2�
Ca � concentration of water in air mixture �kgw /kga�
Cd � concentration of desiccant in solution

�kgd /kgs�
CI � equilibrium water concentration of air at

desiccant-air interface �kgw /kga�
cp � specific heat �J/kg K�
D � mass diffusivity �m2 /s�

Dh � hydraulic diameter �m�
g � acceleration due to gravity �m /s2�
h � enthalpy �kJ/kg�

hg.0°C � enthalpy of saturated water vapor at 0°C
�kJ/kg�

hh � heat transfer coefficient �W /m2 K�
hm � mass transfer coefficient �m/s�

k � thermal conductivity �W/m K�
ṁa � mass flow rate of air per channel �kg/s�
ṁd � mass flow rate of desiccant per plate �kg/s�
˙

e of inlet air mass flow rates of the
ntal data by Kessling et al. †7‡

e of inlet desiccant mass flow rates
erimental data by Kessling et al. †7‡
ang
ng
exp
mw � mass flow rate of water �kg/s�
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MW � molecular weight
Nu � Nusselt number
Nx � number of control volumes in the x-direction
Ny � number of control volumes in the y-direction

P � pressure �Pa�
Pv.d � surface vapor pressure of desiccant solution

�Pa�
Pw � saturation pressure of water vapor �Pa�

Pwetted � wetted perimeter �m�
Qc � convective heat transfer �W�

T � temperature � °C�
Wa � humidity ratio of air �kgw /kgda�

w � plate spacing �m�
X � plate width �m�
x � coordinate normal to film and tangent to plate
Y � plate height �m�
y � coordinate parallel to desiccant flow
z � coordinate perpendicular to plate

reek
� � thermal diffusivity �m2 /s�
� � mass transfer coefficient calculated by Kessling

et al. �7� �m/s�
�d � desiccant film thickness �m�
�d � concentration of water in desiccant solution

�kgw /kgs�
� � density �kg /m3�
� � dynamic viscosity �N s /m2�

ubscripts
a � air mixture of dry air and water vapor
d � desiccant

da � dry air
f � saturated liquid water
g � saturated water vapor
s � desiccant solution

w � water
wv � water vapor

i � inlet

e � exit
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Study on Contact Melting Inside
an Elliptical Tube With
Nonisothermal Wall
The problem of contact melting inside an elliptical tube with nonisothermal wall is
investigated. A theoretical model, which the inner wall temperature of source varied with
angle �, is established by applying film theory. The basic equations of the melting
process are solved theoretically, and a closed-form solution is obtained. Under certain
cases, comparisons of results for the melting velocity with those of contact melting inside
a horizontal cylindrical tube with nonisothermal wall and an elliptical tube with constant
temperature are reported for the validity of the solution in this paper. Effects of aspect
ratio J and inner wall temperature distribution are critically assessed. It is found that the
smaller the elliptical aspect ratio J is, the greater the effect of wall temperature distri-
bution on melting velocity, and the time to complete melting increases with the augment
of coefficient c in temperature distribution. �DOI: 10.1115/1.3001018�

Keywords: contact melting, heat transfer, elliptical tube, nonisothermal wall
Introduction
Under the gravity or other external force, a solid phase change
aterial �PCM� contacts with heat source, the melting occurs
hile the temperature of heat source is higher than the melting
oint of PCM, and the molten liquid at the melting interface is
queezed up through a narrow gap between the melting surface
nd the wall of heat source. During the melting, the solid PCM
eeps contacting with the heat source all the time; this phenom-
non is called �T-driven contact melting.

The heat transfer phenomena during the melting of PCM in a
avity attracted much attention by application in latent thermal
torage systems. Due to the density change between the solid
CM and molten liquid, the solid PCM always contacted with the
art wall of a cavity; therefore, this phenomenon is the so-called
lose-contact melting problem. Up to the present, there are a large
mount of researches on melting in cavities �1�. For example, the
elting of PCM in a cylindrical tube was studied by Bareiss and
eer �2� analytically. Bahrami and Wang �3� and Roy and Sen-
upta �4� gave the solution of contact melting in the spherical
apsule. The contact melting processes inside the rectangular en-
losure were investigated experimentally �5� and theoretically
6–8�. Studies �9,10� investigated the contact melting inside and
round the horizontal elliptical heat source, and the role of the
hape of heat source was assessed. Literatures �11–13� reported
olutions of contact melting inside various capsules. Most of pre-
ious investigations focused on the contact melting under the con-
ition of constant temperature difference. There was less research
n the contact melting with varying wall temperatures. However,
he inner capsule wall temperature considerably varies in the prac-
ical systems. It is significant to study the effect of temperature
istribution along the wall of heat source on melting. The contact
elting processes inside the spherical and horizontal cylindrical

nclosures with varying temperatures were analyzed, respectively,
y Saitoh and Hoshina �14� and Fomin and Saitoh �15�, and the
ffect of temperature distribution along the wall of heat source
as discussed. Halawa et al. �16� also investigated the melting

haracteristic of a PCM thermal storage unit �TSU� with varying

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received April 30, 2008; final manuscript re-
eived July 14, 2008; published online March 20, 2009. Review conducted by Ali

badian.

ournal of Heat Transfer Copyright © 20
wall temperatures. In the present paper, the melting of PCM inside
a horizontal elliptical tube is analyzed theoretically. The influ-
ences of inner wall temperature distribution of the tube on the
melting velocity and the thickness distribution of the molten layer
are discussed.

2 Model and Equations
A schematic model and coordinate system used in the present

analysis is illustrated in Fig. 1. An elliptical tube, with surface
curve described by the equation �x /a�2+ �y /b�2=1, contains the
phase change material that initially is in the solid phase and en-
tirely at melting point Tm. The wall temperature is instantly raised
to temperature Tw=Tw0�1+F���� �based on Fomin and Saitoh
�15��, which is higher than Tm; as a result, the inward melting of

the solid starts. The unfixed solid sinks in velocity of Ḣ because
its density is higher than that of the molten liquid. The motion of
the solid block is accompanied by the generation of liquid at the
melting interface, and the liquid is squeezed up to the space above
the solid through a narrow gap between the melting surface and
the wall of the tube. Conventionally, the solid-liquid interface can
be divided into two parts by the time dependent value of the polar
angle �A: a bottom interface ����A�, which represents the close-
contact melting area where the most melting occurs, and an upper
interface ����A� where much slower melting takes place. As
noted investigations on melting inside a horizontal cylinder and
sphere conducted by Bareiss and Beer �2� and Bahrami and Wang
�3�, melting at the upper surface of the solid was approximately
10–15% of total melt, and the shape of this surface did not change
throughout the entire melting process. It was also discovered that
the thickness of the molten layer � in the close-contact area was
considerably smaller than the characteristic size of the enclosure.
On the basis of these conclusions, we apply the assumptions in the
present study as follows.

�1� Melting at the upper surface of the solid block can be ne-
glected.

�2� Since the thickness of the molten layer in the close-contact
area is very small, i.e., ��min�a ,b�, the lubrication theory
approach can be implemented for mathematical modeling
of heat and mass transfer process at the bottom surface.
�3� The thermophysical properties of PCM are constant.

MAY 2009, Vol. 131 / 052301-109 by ASME
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�4� The process is quasisteady; the acting forces are balanced
during melting.

Under the above assumptions, the momentum equation and
oundary conditions can be written as follows:

��2u/�s2 = �P/�h �1�

s = 0:u = v = 0, T = Tw = Tw0�1 + F����

s = �:u = 0, v = − Ḣ cos �, T = Tm �2�

− �	�T

�s
�

s=�

= 
sLmḢ cos � �3�

Since the molten layer is very thin, the temperature distribution
nside the molten layer can be approximated by a linear distribu-
ion in s, which satisfies boundary conditions �2� and leads to

T = Tw0�1 + F���� +
Tm − Tw0�1 + F����

�
s �4�

Substituting Eq. �4� into Eq. �3� yields

� =
	�Tw0 − Tm + Tw0F����


sḢ cos �
�5�

The solution of Eq. �1� with boundary conditions �2� is

u =
1

2�

dP

dh
�s2 − s�� �6�

The mass balance equation in the molten layer is

�
0

�


luds =�
0

�


sḢ cos �dh �7�

Substituting Eq. �6� into Eq. �7�, the pressure gradient in the
olten layer is found to be

dP

dh
= −

12�
sḢ


l�
3 �

0

�

cos �dh �8�

On the bases of the geometry relation in Fig. 1, the relations
etween � and � and dh and d� are described as follows:

�x/a�2 + �y/b�2 = 1 �9�

tg� = J2tg� �10�

dh =�1 + J4tg2�

1 + J2tg2�

b

cos2 � + J2 sin2 �
d� = bG���d� �11�

here J�J=b /a� is the elliptical aspect ratio of the capsule, and

G��� =�1 + J4tg2�

1 + J2tg2�

1

cos2 � + J2 sin2 �

Fig. 1 Model and coordinates
Substituting Eq. �11� into Eq. �8� leads to

52301-2 / Vol. 131, MAY 2009
dP

d�
= −

12�
sḢ


l�
3 b2G����

0

�

cos �G���d� �12�

The force balance equation is

2�
0

�A

P cos �dh = g�
s − 
l�Vs �13�

Note that

Vs = 2ab�arccos	 H

2b

 − 	 H

2b

�1 − 	 H

2b

2� �14�

Combining Eqs. �12�–�14� yields

�
0

�A

P cos �G���d� = g�
s − 
l�a�arccos	 H

2b



− 	 H

2b

�1 − 	 H

2b

2� �15�

The dimensionless parameters are defined as follows: ��=� /b,


�=
l /
s, Ḣ�= Ḣb / �2��, H�=H / �2b�, Ste=cp�Tw0−Tm� /Lm,
Stew0=cpTw0 /Lm, P�= P / ��
s−
l�gb�, Ar= �1−
��gb3 /�2, and
Pr=� /�.

Equations �5�, �12�, and �15� are converted to dimensionless
form as follows:

�� =

��Ste + Stew0 F����

2 · Ḣ� cos �
�16�

dP�

d�
=

− 24�Ḣ��4 cos3 �


�3 Pr Ar · �Ste/2 + Stew0 F���/2�3G����
0

�

cos �G���d�

�17�

�
0

�A

P� cos � · G���d� = �arccos�H�� − H��1 − H�2�/J �18�

Note that

cos �A =
H��

2��H��/2�2 + a2�1 − �H��/�2b��2
=

JH�

�1 + �J2 − 1��H��2

�19�
Equations �10� and �16�–�19� are the basic equations describing

the problem in this paper. The boundary condition is P�=0 at �
=�A.

The time to complete melting and the melting rate can be ex-
pressed as follows:

 f =�
0

2b

�Ḣ�−1dH �20�

V� = 1 − Vs/��ab� = 1 − 2�arccos�H�� − H��1 − H��/� �21�

The variation in melting velocity Ḣ� �Ḣ�= f�H��� versus drop
height H� could be obtained numerically. The result is substituted
into Eq. �20�, then the corresponding melting time will be solved,
and the relation between the melting rate and melting time can be
obtained by Eq. �21�.

3 Results and Discussion
While J=1, then �=�, the capsule is a horizontal cylindrical

tube. Substituting J=1 and �=� into Eqs. �17� and �18� yields

dP�

=
− 24�Ḣ��4 cos3 � sin �

�3 3 �22�

d� 
 Pr Ar · �Ste/2 + Stew0 F���/2�
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�
0

�A

P� cos �d� = �arccos�H�� − H��1 − H�2� �23�

Combining Eqs. �22� and �23�, the melting velocity of solid
CM is as follows:

Ḣ� = 0.4518 · �
�3 Pr Ar�1/4 · � arccos�H�� − H��1 − H�2

I�Ste,Stew0,�A�
�1/4

�24�

here

I�Ste,Stew0,�A� =�
0

�A cos3 � sin2 �

�Ste/2 + Stew0 F���/2�3d�

Equation �24� is the melting velocity inside a horizontal cylin-
rical tube with no-isothermal wall obtained in this paper. Close-
ontact melting with inner wall temperature variation in a hori-
ontal cylinder capsule was investigated by Saitoh and Hoshina
14�, with an analysis model that the temperature distribution in-
ide the molten layer is approximated by a quadratic polynomial.
owever, some mistakes are found in that paper. Using the same
odel as theirs, we analyze the melting problem again, and the

orrected expression of the melting velocity is obtained as fol-
ows:

Ḣ� = 0.4518 · �
�3 Pr Ar�1/4 · � arccos�H�� − H��1 − H�

I2�Ste,�A�
�1/4

�25�

here

I2�Ste,�A� =�
0

�A cos3 � sin2 �

�f2�Ste� + �2�Ste,Stew0�F����3d�

f2�Ste� = − �2/8 + ��2
2 + 160 Ste�1/2/8

�2�Ste,Stew0� = 10 Stewo/�2

�2 = 3 Ste + 10cpTm�1 − 
���
�L� + 20

For small Ste �i.e., Ste�0.1�, f2�Ste�=Ste /2 and

2�Ste,Stew0��=Stew0 /2, Eq. �25� can be simplified as Eq. �24�.
herefore, under small Ste, the results obtained in this paper are
lso available to solve the problem of contact melting inside a
orizontal cylindrical tube.

Here, n-octadecane is chosen as PCM, which is of most fre-
uent use for contact melting calculation. Physical properties of
his material are well documented, Prandtl number Pr is 52.53.
ssuming F���=0, the inner wall temperature of the capsule is

onstant, and the problem studied in this paper becomes contact
elting under the constant wall temperature. The result of contact
elting in an elliptical tube under the constant temperature differ-

nce was reported by Chen et al. �9�. The variation in melting
ass versus melting time obtained in this paper is compared with

hat in literature �9�. As shown in Fig. 2, under the same condi-
ions, two solutions agree well with each other.

The comparisons of contact melting under varying wall tem-
eratures and constant wall temperatures, inside the capsules with
ifferent aspect ratios J, are presented in Fig. 3. In order to esti-
ate the influence of elliptical aspect ratio on the melting, the

ross-sectional areas of the capsules are taken the same. It is
ound that the melting velocity decreases as the melting time in-
reases. This is caused by the decreases in pressure and the aug-
ent of molten-layer thickness during the melting. The difference

etween the melting under varying wall temperatures and constant
all temperatures cannot be negligible; so it is significant to study

he influence of temperature distribution on the wall of the tube. It

an also be seen that the melting velocity in the tube with larger

ournal of Heat Transfer
elliptical aspect ratio J is higher than that in the tube with small J,
and the smaller the J is, the greater the influence of wall tempera-
ture distribution on the melting.

In order to estimate the influence of temperature distribution
along the wall, a series of calculations for different distributions
are carried out, and comparison is under the condition Ste
=�0

�/2Twds /�0
�/2ds=0.096. The temperature distribution is the

same as literature �15�, i.e., Tw=Tw0�1+c sin2����, which is based
on the experiment. It is important to study the influence of coef-
ficient c. Figure 4 shows the influence of temperature distribution
on contact melting. Compared with melting under the constant
temperature, the melting velocity under varying temperatures
drops more sharply during melting. It is also seen that the melting
velocity decreases obviously with increasing coefficient c. The
variation in dimensionless time to complete melting �Fof

=� f /b2� with the coefficient c is shown in Fig. 5. The time to
complete melting is an increasing function of c; so more intense
variation in temperature along the wall of the tube leads to lower
melting velocity. It can be found that the time to complete melting
increases slowly while c�0.2, but it raises sharply while c�0.2.

The variation in molten-layer distribution with heights of
molten liquid is presented in Fig. 6 for J=1 /2, Tw=Tw0�1
+c sin2����, and Ste=0.096. It can be seen that the thickness of
the molten layer increases along the wall of the tube, which in-

Fig. 2 Comparison of results between the present work and
literature †9‡ for F„�…=0

Fig. 3 Variation in melting velocity H� with height of liquid H�
for Tw=Tw0†1+F„�…‡

MAY 2009, Vol. 131 / 052301-3
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reases gradually during the melting process. This is caused by the
eduction in the height of solid and the falling of pressure in the
olten layer. From Fig. 6 it can also be found that the variation in

he molten layer along the wall of the tube gets more intense with
he increase in coefficient c.

Fig. 4 Influence of temperature distribution on melting

ig. 5 Variation in dimensionless time to complete melting
ith c for Ste=0.096

ig. 6 Thickness distribution of the molten layer with different
2
eights of molten liquid for Tw=Tw0†1+c sin „�…‡
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4 Conclusions
The contact melting of PCM in an elliptical tube with no-

isothermal inner wall temperature is studied. The basic equations
to describe the melting process are obtained. To correct errors in
literature �14�, the contact melting in the cylindrical tube with
no-isothermal inner wall temperature is analyzed again, and cor-
rected expression of the melting velocity is obtained. The conclu-
sions are drawn as follows.

�1� The results in this paper can solve the problem of contact
melting in the cylindrical tube while aspect ratio J=1 and
agree with those of melting in an elliptical tube with the
constant temperature obtained in literature �9�.

�2� The melting velocity drops during melting. Compared with
melting under the condition of constant temperature, the
melting velocity under the condition of varying tempera-
tures drops more sharply.

�3� Under the same Ste, the time to complete melting increases
with the increase in coefficient c in temperature distribution
Tw=Tw0�1+c sin2����, and the variation is smooth while
c�0.2, but becomes intense while c�0.2.
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Nomenclature
J � aspect ratio of the ellipse J=b /a
u � tangential velocity
v � normal velocity
H � height of the molten liquid

Ḣ � melting velocity Ḣ=dH /d
V � molten volume

Vs � volume of solid PCM
Tw � inner wall temperature of the tube

Tw0 � reference wall temperature
Tm � melting point

c � coefficient in temperature function
Lm � latent heat of fusion
cp � liquid specific heat capacity
Ar � Archimedes number Ar= �1−
��gb3 /�2

Pr � Prandtl number Pr=� /�
Ste � Stefan number, Ste=cp�Tw0−Tm� /Lm
Fo � Fourier number, Fo=� /b2

s � distance normal to the heat source
h � distance tangential to the heat source

Greek Symbols
� � dynamic viscosity of the liquid
� � kinematic viscosity of the liquid


s � density of solid PCM

l � density of the molten liquid
� � liquid thermal diffusivity
� � molten layer thickness
 � melting time
� � polar angle, see Fig. 1

�A � polar angle that indicates the contact melting
area

� � angle between the horizontal axis and tangent
to the tube wall, see Fig. 1

Superscript
� � dimensionless quantity

Subscripts
l � liquid
s � solid
w � wall of the tube
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A Micro-Insulation Concept for
MEMS Applications
Small scale, thermally driven power sources will require appropriate insulation to
achieve sufficiently high thermal conversion efficiencies. This paper presents a micro-
insulation design, which was developed for a thermionic microbattery, which converts the
decay heat from radioactive isotopes directly to electricity using a vacuum thermionic
diode. The insulation concept, which is suitable for any small scale application, sepa-
rates two planar surfaces with thin, semicircular posts, thus reducing conduction heat
transfer and increasing the relative radiation heat transfer. In this case, the surfaces are
silicon wafers and the columns are SU-8, a photoresist material. The experimental results
indicate that this design is adequate for a practical power source concept, and they are
supported by a numerical model for the effective thermal conductivity of the structure.
The results show that a typical design of 20 columns /cm2 with a 200 �m diameter and
a 10 �m wall thickness has an apparent thermal conductivity on the order of
10�4 W /m K at a pressure of 1 Pa. System models of a thermionic power source indicate
that this is sufficiently low to provide practical efficiency. �DOI: 10.1115/1.3084121�

Keywords: micro-insulation, MEMS, microscale
Introduction
Numerous studies have been carried out regarding technologies

or providing electrical power to MEMS devices. The electrical
ower can be converted from various energy sources, such as
hemical, solar, and radioisotopes, using a variety of conversion
echnologies. One example is a radioisotope powered thermionic

icrobattery �1,2�. The microbattery converts the radioisotope de-
ay heat directly to electricity using a vacuum thermionic diode.
t MEMS scales, due to the relatively large surface to volume

atio, the heat losses become significant. Thus a small scale ther-
ionic device requires an appropriate thermal insulation to main-

ain high radioisotope source temperature and achieve high con-
ersion efficiency. There are currently no available insulation
oncepts suitable for MEMS-scale applications, but there are
ome similar concepts used for other applications. One example is
he MULTI-FOIL™ insulation developed by Thermo Electron
echnologies Corporation1 �TTC� �3,4� or the products from Actis
Limoux France�. These concepts consist of evacuated layers of
hin metal foils spaced by oxide particles. These structures have
n apparent thermal conductivity as low as 0.001 W /m K when
he cold-side temperature is 294 K �5�. The oxide particles are
elected on the basis of their low thermal conductivity and com-
atibility with the foil chosen for the application �usually depen-
ent on temperature�. Unfortunately, the layer separation in these
aterials is at least a few millimeters, so it is difficult to use them

t MEMS scales. An alternative is aerogel insulation, but the con-
ept proposed here has the potential for a lower apparent thermal
onductivity than a silica aerogel, which has an apparent thermal
onductivity of 0.03 W /m K when the cold-side temperature is
94 K �5�.

A microscale insulation concept has been proposed by Sandia
ational Laboratory �6�. In this approach, small conical struc-

ures, �10 �m in length, are used to separate layers of silicon,
roviding an analog to multifoil insulation that is suitable for
EMS applications. To date there are no published measurements

f the performance of the Sandia concept. Hence, this paper pre-

1http://www.insulation-actis.com/
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received August 24, 2007; final manuscript re-
eived November 18, 2008; published online March 16, 2009. Review conducted by

oger Schmidt.

ournal of Heat Transfer Copyright © 20
sents a new concept, based on the Sandia concept, for micro-
insulation suitable for MEMS and compares the measured perfor-
mance to a model for heat transfer through the insulation. This
micro-insulation can be designed and fabricated by semiconductor
and MEMS fabrication techniques so as to be integrated easily
with the other parts of a microbattery.

2 Proposed Micro-Insulation Concept
Figure 1 shows a schematic of the proposed micro-insulation

concept. An array of thin-walled, half-circular columns separates
the top and bottom layers, creating a gap that is evacuated to
reduce gas conduction. The columns have thin walls and are fab-
ricated from a low thermal conductivity material, such as SU-8, to
minimize the solid conduction. The downward-facing surface of
the top layer is coated by a low emissivity material, such as gold
or silver, to reduce radiation heat transfer between the top and
bottom layers. A single insulation layer fabricated in this way can
also be stacked on top of another and bonded together to make a
multileveled assembly. The radiation heat transfer can be reduced
further by employing multiple reflecting layers.

SU-8 is a negative, epoxy-type, near-UV �350–400 nm� photo-
resist. It is based on the EPON® Resin SU-8 from Shell Chemical
�www.shell.com/chemicals�. This photoresist allows the fabrica-
tion of high aspect ratio microstructures and a broad range of
thicknesses, which can be obtained in one step. Structures of up to
2 mm in height can be produced by using multiple coats. SU-8
was originally developed and patented by IBM-Watson Research
Center �www.watson.ibm.com� and has been adapted for MEMS
applications �7�. The thermal conductivity of this material was
taken to be 0.2 W /m K �8�.

This micro-insulation can be fabricated by standard lithography
processes. Figure 2 illustrates the cross-sectional views of the fab-
rication process of a single micro-insulation. By applying appre-
ciable pressure and temperature, the various layers of the insula-
tion can be bonded together. Nordström et al. �9� investigated the
bonding strength between SU-8 and gold. Without any adhesion
promoter they found bond strengths of 4.8�1.2 MPa for a
7.5 �m layer of SU-8. The value of the bond strength can be
increased additionally by up to 75% using an adhesion promoter

By using OmniCoat™ and fully optimizing the processing con-

ditions of the SU-8, Pan et al. �10� developed a silicon wafer

MAY 2009, Vol. 131 / 052401-109 by ASME



F
t
t
l
b
„

d
l
on top of the patterned SU-8 structure.

052401-2 / Vol. 131, MAY 2009
bonding technique and tested several patternable materials. The
results indicated that SU-8 is the best material with a bonding
strength of up to 20.6 MPa.

For the applications with temperatures higher than 400°C,
SU-8 has to be replaced with other materials such as GaAs or
SiO2 and the fabrication processes are different from those de-
scribed above.

3 Thermal Modeling
To investigate the feasibility of this concept, a computational

model has been built to study the heat transfer through the layers.
The schematic of the heat transfer model is shown in Fig. 3. This
steady state, one-dimensional model includes several heat transfer
modes, including solid conduction through the walls of the col-
umns and gas conduction and radiation through the gap between
the top and bottom layers. Free convection is not considered be-
cause the two layers are too close to allow development of con-
vection cells even for micro-insulation at atmospheric pressure.
Nonetheless, the model is most accurate at low air pressures. The
Rayleigh number �the product of the Prandtl and Grashof num-
bers� is used to justify the decision to ignore convection �11�.

In the model, Q is the total heat passing through the insulation;
Qs, Qg, and Qr are the heat flows through the columns, gas, and
radiation, respectively; T2 and T� are the cold-side and environ-
ment temperatures and are assumed constant and identical; T1 and
T0 are the hot-side and radioisotope source temperatures, respec-
tively, and are assumed to be identical; �1 and �2 are the emissivi-
ties of the top and bottom layers, respectively; and H is the height
of the columns. The model assumes that there are no heat losses
laterally, which means all heat fluxes are parallel to the axial di-
rection of the columns and that all surfaces are gray surfaces so
that their emissivities are independent of the wavelength of the
radiation.

For the problems involving combined radiation and conduction,
a simple approach is to assume that both heat transfer modes are
uncoupled and the desired temperatures and heat fluxes can be
found by adding separate solutions. Unfortunately, uncoupled
problems are not as common as coupled problems, especially
when the total energy flux is specified, so the entire problem typi-
cally must be treated simultaneously because of the nonlinear cou-
pling of the unknown temperatures �12�.

The energy balance equation is

Q = QS + Qr + Qg = Q · ��S + �r + �g� �1�

where �S, �r, and �g represent the fractions of total heat flows by
solid conduction, radiation, and gas conduction, respectively, and

Fig. 3 Heat transfer modeling through micro-insulation. Note
that Qs represents the total heat conduction through all
columns.
ig. 2 „a… An SU-8 photoresist layer has been deposited on
op of the bottom silicon substrate and soft-baked to evaporate
he solvent and densify the film before exposure. „b… The SU-8
ayer is exposed under UV lights through a photomask and
aked to selectively cross-link the exposed portions of the film.
c… The exposed SU-8 is developed using MicroChem’s SU-8
eveloper to form the designed structure. „d… The top silicon

ayer with gold deposited on the downward surface is placed
Fig. 1 Schematic of micro-insulation design „not to scale…
Q is the total heat flow.
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The heat flow by conduction through the columns is given by

Qs = Q · �S =
ksAs

H
�T1 − T2� �2�

here ks is the thermal conductivity of the column material and As
s the total cross-sectional area of the columns.

The heat flow by radiation from the bottom layer to the top
ayer is given by

Qr = Q · �r =
� · Ar · �T1

4 − T2
4�

� 1

�1
+

1

�2
− 1� �3�

here � is the Stefan–Boltzmann constant, �1 and �2 are the emis-
ivities of the top and bottom layer surfaces, and Ar is the total
adiation cross-sectional area.

Heat conduction in gases is normally divided into four separate
olecular regimes: free-molecule �Kn	10�, transition �10	Kn
0.1�, temperature-jump �slip� �0.1	Kn	0.01�, and continuum

Kn�0.01�, where Kn is the Knudsen number �Kn=
 /H, where
is the mean free path of the gaseous molecules and H is the

haracteristic length of the gas layer�. Based on the Maxwell–
oltzmann distribution of velocities, the mean free path of gas-
ous molecules in an infinite space is given by


 =
1

�2� · d2n
=

kBT
�2� · d2P

�4�

here d is the diameter of air molecules, n is the number of
olecules per unit volume, kB is the Boltzmann constant, T is the

emperature, and P is the pressure. For example, assuming an air
olecule diameter of 3 Å at a temperature of 400 K and pressure

f 1 Pa, we find 
=13.8 mm. Since the mean free path is much
arger than the characteristic length of the micro-insulation, the
ffective mean free path is constrained by the height of the col-
mns.

The heat flux through the gas is given by �13�

QFM� =
1

2
�� + 1�cV

P
�2�RT

·
12

1 + 2 − 12
�T1 − T2� �5�

nd the gas thermal conductivity is

kgas =
1

2
�� + 1�cv

P
�2�RT

H �6�

here � is the ratio of the heat capacity at constant pressure to
hat at constant volume, cv is the heat capacity at constant volume,
1 and T2 are the temperatures at the two boundaries, T is the
ean temperature of T1 and T2, R is the universal gas constant, P

s the gas pressure at T, and 1 and 2 are the accommodation
oefficients of the gaseous molecules on the two boundaries. The
ccommodation coefficient is a measure of the efficiency of ther-
al energy interchange that occurs when a gas molecule collides
ith the surface. It varies between 1 �complete accommodation

nd diffuse re-emission� and 0 �specular re-emission�. Its exact
alue depends on the kind of gas molecule, the surface tempera-
ure, and, most importantly, the surface condition.

When the vacuum is from approximately 1 Torr to atmospheric
ressure �760 Torr�, the heat transfer falls into the transition re-
ime �10	Kn	0.1�. Gas conduction in this regime is rather
omplicated. For practical calculations, the following simple in-
erpolation formula is suggested by Sherman �14�:

Q�

QFM�
=

1

1 +
QFM�

QC�

�7�

here Q� is the transition heat flux, QFM� is the free-molecule heat
ux given in Eq. �5�, and QC� is the continuum heat flux. For a

lane layer, QC� can be written from the simple kinetic theory as

ournal of Heat Transfer
QC� =
kgas,C�T1 − T2�

H
=

9� − 5

4
� · cv

T1 − T2

H
�8�

where cv is the constant volume specific heat and � is the dy-
namic viscosity.

Figure 4 shows the air thermal conductivity as a function of
Knudsen number for a given air gap �therefore also a function of
pressure� at 400 K. Although the free-molecule conduction is the
most efficient conduction mode, the air thermal conductivity de-
creases linearly with pressure because of the decreasing number
of air molecules involved. In the transition regime, energy is
transported less efficiently due to the collisions between air mol-
ecules, but the higher molecule density makes the thermal con-
ductivities increase. In the continuum regime, the gas particles
and mean free path are directly and indirectly proportional to the
gas pressure and the gas thermal conductivity is independent of
pressure. From Fig. 4 we can also estimate that for this micro-
insulation design, to obtain a thermal conductivity on the order of
10−4 W /m K, the Knudsen number should be at least 500.

In the micro-insulation design described in this paper, the two
layers are so close that the gas conduction between them is in the
free-molecule regime. Thus the heat flow by conduction through
the gas is

Qg = Q · �g = kgas · Ag · �T1 − T2� �9�

where Ag is the gas conduction cross-sectional area, assumed to be
identical to Ar, and kgas is the gas thermal conductivity at the mean
temperature of T1 and T2.

By solving Eqs. �1�–�9�, the thermal transmittance of the micro-
insulation can be obtained as

C =
Q

�T1 − T2�A
�10�

where A is the cross-sectional area of the top and bottom layers.
The apparent thermal conductivity of the micro-insulation,

which is convenient for comparison to conduction through suit-
able solid materials, is defined as

kapp = C · H �11�
The conceptual design parameters used in this model are given in
Table 1.

4 Experimental Results
To test the ability of the proposed micro-insulation to provide

the characteristics needed for a small scale application, a repre-
sentative sample was fabricated for testing. This sample consisted
of two silicon wafers �10 cm in diameter� separated by semicircu-
lar, SU-8 columns with a wall thickness of 10 �m and height of

2

Fig. 4 Thermal conductivity of air at 400 K as a function of
Knudsen number
45 �m. The column density is 20 columns /cm . The apparatus

MAY 2009, Vol. 131 / 052401-3
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or measuring the micro-insulation’s apparent thermal conductiv-
ty is shown schematically in Fig. 5. The apparatus is intended to
stablish one-dimensional heat flow through a micro-insulation
pecimen sandwiched by two parallel heat flux transducers. An
nfrared lamp, producing 3 W, was used to generate an appropriate
nput heat flux from one side. The entire experiment was carried
ut in a small vacuum chamber. This approach eliminated the
eed to seal the insulation itself, so the feasibility of sealing the
nsulation for practical applications is an open question that re-
uires further research. The ratio of the sample diameter to the
ntire insulation thickness is chosen to be 100 in order to reduce
he side losses.

Two BF-02 heat flux transducers from Vatell Corporation
www.vatell.com� are used to measure the heat flux and tempera-
ure at both sides of the micro-insulation. The heat flux transducer
s also associated with a T type thermocouple. The thermal con-
uctivity of the BF-02 is 0.25 W /m K and the thickness is 0.25
m, with several thermocouples through the thickness. Hence, so

he temperature drop through the surface thermocouple is small
nd can be neglected. Similarly, the sensor is attached to the in-
ulation surface with a thin �0.127 mm�, high conductivity tape,
roviding good thermal contact with negligible impact on the
easured surface temperature.
By measuring the hot-side and cold-side heat fluxes qh� and qc�,

he hot and cold temperatures Th and Tc, and the average height of
he columns H, the apparent thermal conductivity can be obtained
y

able 1 Design parameters of a typical micro-insulation
oncept

arameters Values

op and bottom layers’ cross-sectional area, A 1�1 cm2

eights of columns, H 10 �m
acuum between the two layers, P 1 Pa
iameter of columns �outer�, D 200 �m
all thickness of columns, � 10 �m
old-side temperature, T2 300 K
otal heat applied on the micro-insulation, Q 1 W
op and bottom layers’ surface emissivities, �1 and �2 0.05 and 0.5
hermal conductivity of SU-8, ks 0.2 W /m K
op and bottom layers’ accommodation coefficients, 1
nd 2 0.9 and 0.9
o. of columns 20
Fig. 5 The apparatus for thermal conductivity measurement

52401-4 / Vol. 131, MAY 2009
kexp =
�qh� + qc��H
2�Th − Tc�

�12�

The average of the hot-side and cold-side heat fluxes has been
used here because it provides a conservative estimate of the ap-
parent thermal conductivity of the micro-insulation. The two heat
fluxes differ because some heat entering the hot-side sensor con-
ducts laterally and radiates away from the top surface of the hot-
side wafer, thus reducing the heat transferred through the micro-
insulation. Hence, the cold-side sensor provides a better estimate
of the heat flux transporting through the insulation, but there is
some chance that lateral losses are also an issue. Hence, the aver-
age is used to be conservative.

Figure 6 shows that at atmospheric pressure, the measured ap-
parent thermal conductivities of the micro-insulation are lower
than the theoretical values. The reason for this disagreement is
that the heat losses from the edge of the micro-insulation and from
the top silicon wafer are not taken into account in the model.
When the pressure is reduced, these losses are significantly re-
duced and the agreement between the experiment and the model is
improved. This is shown in Fig. 7, which shows the comparison at
a pressure of 6.5 Pa �50 mTorr�. Figure 8 shows a comparison of
the measured and theoretical apparent thermal conductivities at
pressures ranging from 2 Pa to 120 Pa. In all cases, the cold-side
temperature was approximately 50°C and the hot-side tempera-
ture varied according to the apparent thermal conductivity.

5 Discussion
To further assess the ability of the proposed micro-insulation to

provide adequate performance in a MEMS application, parametric
studies have been carried out to assess the impact in design varia-

Fig. 6 Apparent thermal conductivity of micro-insulation at at-
mospheric pressure as a function of hot-side temperature

Fig. 7 Apparent thermal conductivity of micro-insulation at 6.5

Pa as a function of hot-side temperature
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ions around the nominal specifications used in the experiments
escribed in Sec. 4. Figure 9 shows the variation of the apparent
onductivity and hot-side temperature as a function of pressure,
emonstrating that below pressures on the order of a few pascals
he micro-insulation can achieve apparent conductivities of ap-
roximately 1.5�10−4 W /m K. This indicates that such a design

ig. 8 Apparent thermal conductivity as a function of pres-
ure. The cold-side temperature began at room temperature
nd reached a steady state temperature of approximately 50°C
efore the apparent thermal conductivity was determined.

Fig. 9 The apparent thermal condu
function of pressure

Fig. 10 The fraction of heat flow co

tion, or solid conduction as a function

ournal of Heat Transfer
can achieve an apparent thermal conductivity, which is two orders
of magnitude below a typical silica aerogel and on the same order
of commercial MULTI-FOIL insulation. From Fig. 4 we conclude
that in the transition regime, the air thermal conductivity de-
creases very slowly with vacuum, which results in a situation in
which gas conduction dominates the heat transfer when the pres-
sure is higher than 5 Pa �Fig. 10�. Furthermore, for a certain
design of this micro-insulation, there exists a pressure limit, be-
yond which lowering the pressure will not improve the heat trans-
fer performance significantly.

At higher vacuum �pressures less than 1 Pa�, conduction
through the column wall becomes important. Decreasing the num-
ber or wall thickness of the columns would reduce the heat con-
duction cross-sectional area between the top and bottom layers.
Thus a lower thermal conductivity can be obtained �Fig. 11�. On
the other hand, very thin wall thicknesses and inadequate numbers
of columns can result in a mechanical instability of the micro-
insulation structure, so there is a limit to the allowed spacing
between tubes.

A low emissivity coating on the downward surface of the top
layer can reduce radiation loss through the micro-insulation. Fig-
ure 12 shows that compared with a silicon layer without a coating
�assuming emissivity of 0.5�, a gold coating �emissivity of 0.05�
can reduce the apparent thermal conductivity by about 40%. A
gold coating on the upward surface of the bottom layer can reduce
the radiation loss further.

vity and hot-side temperature as a

ibution from radiation, gas conduc-
cti
ntr

of pressure
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Conclusions
This paper has demonstrated that effective micro-insulation can

e fabricated using silicon layers separated by SU-8 columns. At
ressures below about 1 Pa, gas conduction is minimized and the
eat transfer is dominated by solid conduction through the col-
mns and radiation. For a design that consists of 20 columns /cm2

ith a 200 �m diameter and a 10 �m wall thickness, experi-
ents and modeling indicate an apparent thermal conductivity on

he order of 10−4 W /m K at a device pressure of 1 Pa. Better
esults can be achieved by decreasing the areal density of the
olumns, further reducing the pressure �though this has minimal
eturn below 1 Pa�, decreasing the thermal conductivity of the
olumn material, or reducing the emissivity of the surfaces of the
icro-insulation. These results indicate the feasibility of using this
icro-insulation concept in a practical, thermally driven power

ource. To truly demonstrate viability, the design must include a
oncept for sealing the device without creating a thermal shunt.
his requires further work.
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Nomenclature
A � heat transfer cross-sectional area, m2

C � thermal transmittance, W /m2 K
cv � constant volume specific heat, J /kg K
d � diameter of air molecules, m
H � height of columns, m
k � thermal conductivity, W /m K

kB � Boltzmann constant, 1.38�10−23 J /K
Kn � Knudsen number

n � number of molecules per unit volume
P � pressure between the two silicon layers, Pa
Q � heat flow, W
R � universal gas constant, 8.31 J /mol K
T � temperature, K
 � accommodation coefficient
� � the ratio of the heat capacity at constant pres-

sure to that at constant volume
� � wall thickness of columns, m
� � emissivity
� � fraction of heat flows through the

micro-insulation

 � mean free path, m
� � dynamic viscosity, kg /s m

vity and heat flow contributions as a
pressure of 1 Pa

ity and heat flow contributions as a
pressure of 1 Pa
cti
t a
ctiv
t a
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� � Stefan–Boltzmann constant,
5.67�10−8 W /m2 K4

�cr � local buckling critical stress, Pa

ubscripts
1 � top �hot� layer
2 � bottom �cold� layer
c � continuum conduction

FM � free-molecule conduction
g � gaseous phase conduction
r � radiation heat transfer
s � solid phase conduction
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Convective Performance of
Nanofluids in a Laminar
Thermally Developing Tube Flow
While many of the published papers on nanofluids focus on measuring the increased
thermal conductivity of the suspension under static conditions, the convective perfor-
mance of these fluids has received relatively little attention. The present work measures
the effective thermal conductivity of nanofluids under developing convective boundary
layer conditions in tubes of diameter 5 mm. The experiments use a hydrodynamically fully
developed laminar tube flow in the range 500�Re�1600 with constant wall heat flux.
The experiments were validated through measurements on pure de-ionized (DI) water,
which results in a thermal conductivity value that agrees within 0.4% of handbook value.
The increase in effective thermal conductivity for DI-water/Al2O3 nanofluids is 6% for
2% volume concentration of Al2O3, which is consistent with the previously reported
conductivity values for this sample. For a suspension of multiwall carbon nanotubes in
silicone oil, the thermal conductivity is increased by 10% over that of the base fluid for
a concentration of 0.2% by volume. Scanning electron microscopy was utilized to exam-
ine the structure of the dry state of the nanotubes and elucidate the performance differ-
ences of carbon nanomaterials. �DOI: 10.1115/1.3013831�

Keywords: nanofluids, thermal conductivity, convective heat transfer, laminar flow, con-
jugate heat transfer, nanotube structure
Introduction
The term nanofluid is used to describe a suspension of nano-

ized particles in a base fluid. Metals and crystalline solids have
hermal conductivities that are orders of magnitude larger than
hose of liquids. Suspensions of particles of such materials are
xpected to have higher thermal conductivity than those of the
ase liquid. Suspensions with micron-/millimeter-sized particles
xhibit enhanced thermal characteristics �1�. However, these slur-
ies have drawbacks such as clogging and abrasion. The level of
nhancement brought about by the inclusion of micron-/
illimeter-sized particles is not as significant as suspensions with

anoparticles. It has been reported that the addition of small quan-
ities of nanosized �10–300 nm� metals, metallic oxides, and car-
on nanotubes significantly increases the thermal conductivity of
he base fluid. For example, Eastman et al. �2� reported an in-
rease of 40% in the thermal conductivity of ethylene glycol with
he suspension of 0.3% by volume of 10 nm copper �Cu� particles.
uch a marked increase has been attributed to the large surface
rea to volume ratio of nanoparticles �3� or the layering of fluid
articles at the interface of included solid particles �4�. With these
nhanced thermal characteristics and diminutive dimensions of
he suspended particles, nanofluids are viable options as working
uids in such fields as microelectromechanical system �MEMS�

echnology, automotive cooling, high-speed computing, laser
echnology, and other energy intensive applications.

The majority of the published research works on nanofluids
ave focused on measuring the increased thermal conductivity of
he suspension under stationary conditions. The conventional

ethods utilized for this purpose are the transient hot-wire �THW�
ethod �2–7�, the 3-� method �8�, and the parallel plate method

9�.
There is considerable scatter in reported values of thermal con-
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ductivity enhancement �10�. For example, Choi et al. �4� measured
an increase of 160% in thermal conductivity of a synthetic oil,
poly ��-olefin�, with the addition of 1% by volume of multiwall
carbon nanotubes �MWCNTs� using the THW method. Xie et al.
�6�, also using the THW method, measured an increase of only
19.6% with the addition of 1% by volume of MWCNT to decene
�also an olefin�, which has a base thermal conductivity of
0.14 W /m K. The THW technique and similar methods are sus-
ceptible to measurement errors; this may be due to the develop-
ment of convection cells around the heater probe �11� or due to the
temperature inhomogeneity in the sample caused by successive
measurements �7�.

Experimental work on the effect of nanoparticles in convective
heat transfer has not been extensively or rigorously conducted.
Xuan and Li �12� measured an increase of 39% in the Nusselt
number in a turbulent fully developed flow in a tube, with con-
stant heat flux, with the addition of 2% by volume of Cu nano-
particles �diameter �100 nm�. Wen and Ding �13� studied the
entrance region of a tube flow under laminar flow conditions, with
constant heat flux. Their results showed an increase of over 40%
in the convective heat transfer coefficient at an x /D location of 63
for the addition of 1.6% by volume of 27–56 nm Al2O3 particles
to de-ionized water. However, there were significant errors in their
baseline measurement of the thermal conductivity of water, cast-
ing doubt on the validity of the measurement. Similarly, Heris et
al. �14� measured the effect of the addition of 20 nm aluminum
oxide �Al2O3� particles to water in a constant wall temperature
laminar tube flow. The tube inner diameter was 5 mm and the test
section was 1 m long. They measured an increase of 10–30% in
the convective heat transfer coefficient for a Péclet number rang-
ing from 2500–6000 at 2% by volume concentration of Al2O3.
There is concern about the accuracy of their measurements of the
sensible energy increase because they reported that the exiting
flow temperature was measured using a thermocouple �TC� in-
serted directly into the flow line. For the Péclet number range they
considered, the flow is not thermally fully developed and therefore
a one-point measurement of the flow temperature within the test

section is not representative of the mixed-mean temperature.

MAY 2009, Vol. 131 / 052402-109 by ASME
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The main objective of the present work is to quantify the aug-
entation of the thermal conductivity of a liquid by the addition

f nanoparticles in a convective environment. This experiment is
onducted in a macroscale heat transfer apparatus; it is based on a
aminar hydrodynamically fully developed flow in a tube, with
onstant heat flux. The heat transfer behavior in this simple flow is
ell understood, and the fluid conductivity can be extracted using
nly wall temperature measurements. Furthermore, the accuracy
f the apparatus can be assessed by direct measurement of pure
uids for which the thermal conductivity is well known. Thus, the
oal is to measure the effective thermal conductivity of a nano-
uid in a convection application with a documented uncertainty of

ess than 0.04 W /m K.

Experimental Facility
A schematic of the experimental setup is shown in Fig. 1. The

ystem is a closed recirculatory system. Fluid is pumped from the
ctively cooled reservoir, through a ball valve and a flow meter
efore entering a continuous stainless steel tube, comprising the
evelopment and test sections. The flow meter is a Micro Motion
LITE CMF025 Coriolis-type mass flow rate meter. This meter
as the additional capability of measuring the density of the fluid.
he flow exiting the test section passes into a mixing tank for the
easurement of the mixed-mean temperature, through a heat ex-

hanger, and then back to the reservoir.
The tube is thin walled and seamless, and it is made out of

16L stainless steel. It is 1.8 m long, with an inner diameter of 5.3
m, and a wall thickness of 0.5 mm. The tube is partitioned into

wo sections: the development section, which is 0.8 m long, and
he test section, which is 1 m long. The flow is allowed to develop
ydrodynamically in the development section.

The inlet fluid temperature into the development section is mea-
ured by a sheathed, 0.8-mm-diameter, K-type thermocouple in-
erted into the flow at a location 2.5 mm from the entrance of the
ube. Beaded, 36-gauge, K-type thermocouples are mounted on
he external tube wall at three axial locations along the develop-

ent section. In the test section, beaded K-type thermocouples
ade out of 0.13-mm-diameter �36-gauge� wires are mounted on

he external wall of the tube at 19 axial locations. The thermo-

Fig. 1 Schematic
ouples are attached using Omegabond® 101, a thermally conduc-

52402-2 / Vol. 131, MAY 2009
tive electrically insulating epoxy adhesive. Data from thermo-
couples used in this experiment were transferred to a zone box
and recorded using an HP3497A multiplexer and a Fluke 8842A
digital multimeter �DMM�, at a sampling rate of 2.5 Hz. The mean
and standard deviation are calculated for a sample size of 50 in the
DI-water experiments and a sample size of 30 in the silicone oil
experiments.

Constant heat flux is applied to the flow by means of Joule
heating. Press-fit pairs of electrodes, made of electronic-grade
copper, are mounted on the opposite ends of the test section at x
=0.8 m and x=1.8 m. These electrodes serve as junctions to the
power supply, as well as ports for four-wire electrical measure-
ments. An Agilent 6651 A dc power supply delivers current to the
test section. This power supply is capable of delivering a maxi-
mum current of 50 A at 8 V and also measures the current flow.
The voltage drop across the test section is measured using a Fluke
8842A digital multimeter and the current is measured by a Pace
Scientific Model DC50A Hall-effect current sensor. The current
measurement from the Hall-effect current sensor is compared with
the measurement value provided by the power supply. The two
values agree within 0.6% across the entire range of power input
into the system. The resistance of the test section �0.085 ��, cal-
culated from the voltage and current measurement acquired when
the power supply is online, is corroborated by a four-point resis-
tance measurement, acquired with the power supply off-line.
These measurements agree within 0.5%. The maximum field
strength applied axially for Joule heating in the experiments was 4
V/m. Because of the low value of the field strength and the low
electrical conductivity of the nanofluid as compared with the tube,
we assume that the Joule heating in the stainless steel tube will
have negligible effect on the nanofluid heat transfer.

The entire tube is insulated in layers of polyethylene foam rub-
ber insulation. The overall thermal resistance of the insulation is
12.3 K/W. The mixed-mean temperature of the flow exiting the
test section is measured in an insulated mixing tank, using a
sheathed K-type thermocouple. From the measurement of the
mass flow rate and the inlet and exit flow bulk temperatures, the

xperimental setup
of e
thermal energy conservation of the rig can be assessed. Since the

Transactions of the ASME
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est section is well insulated, over 97% of the energy supplied by
he power supply shows up as an increase in sensible energy of
he test fluid.

Data Analysis and Rig Validation
The experimental measurements include mass flow rate, the

pplied electrical power, the mixed-mean temperature into and out
f the tube, and the wall temperature at three points in the devel-
pment section and 19 points in the heated section �test section�.
he goal of the analysis is to extract the fluid specific heat and the

hermal conductivity. The accuracy of the measurement and data
nalysis procedures are verified by measuring the properties of
ure fluids, as described in this section.

The specific heat is determined by a straightforward application
f the conservation of energy as

Cp =
PE

ṁ�Tm,out − Tm,in�
�1�

here PE is the electrical power dissipated in the tube, and Tm,out
nd Tm,in are the mixed-mean temperature out and in of the tube,
espectively. Note that there is no correction made for losses be-
ause the system is well insulated. To qualify the system, specific
eat capacity was measured for pure de-ionized water at an aver-
ge inlet temperature of 13°C and an average rise in bulk tem-
erature of 4°C. All the measured values of specific heat were
ithin 2.5% of the tabulated values. These qualification data show

hat the losses from the apparatus are small and that the specific
eat can be measured with an uncertainty of 2.5% in the range of
nterest.

The experiment is modeled after a classic convective heat trans-
er problem, namely, the thermal entry region of laminar hydro-
ynamically fully developed round tube flow with constant heat
ux. The analysis is complicated by the finite wall thickness of the

ube, even though the tube wall thickness is small and the thermal
onductivity of stainless steel is small relative to other metal tube
aterials. The product of the tube cross-sectional area and the

tainless steel thermal conductivity was 1.6�10−4 W m /K.
owever, axial conduction through the tube wall was included in

he data analysis procedure. The solution of the wall temperature
ise in the stainless steel tube is derived from a conjugate heat
ransfer model of the experiment: Volumetric heat generation in
he tube wall due to the Joule heating is balanced by convective
eat transfer to the fluid, axial conduction, and losses through the
nsulation to the ambient.

The tube wall temperature profile was calculated using a finite
olume scheme. The flow and the tube wall were discretized into
nit cells. The energy balance for the fluid cell is as follows:

ṁCp�Tf
i − Tf

i−1� = �hA�i�Tw
i − Tf

i� �2�

n this equation, superscript i represents the ith cell in the discreti-
ation scheme; subscripts f and w denote the fluid and wall cells,
espectively. An energy balance for a tube wall element is written
s

q�Vw +
kwAw

�x
�Tw

i+1 − Tw
i � = �hA�i�Tw

i − Tf
i� +

kwAw

�x
�Tw

i − Tw
i−1�

+
Tw

i − T�

Rt,ins + Rt,amb
�3�

he terms representing the electrical heating generated in the wall
nd the axial conduction from the downstream wall element �on
he left hand side of the equation� are balanced by the terms rep-
esenting the transfer of thermal energy to the fluid, the axial
onduction to the upstream wall cell, and the thermal energy loss
hrough the insulation to the ambient. Variables q�, Vw, kw, Aw,
nd �x represent the volumetric heat generation, the volume of
he cell wall, the thermal conductivity of the tube wall, the cross-

ectional area of the wall, and the discretization step length, re-

ournal of Heat Transfer
spectively. The variables Rt,ins and Rt,amb represent the thermal
resistance of the insulation and the convective resistance from the
insulation to ambient. These terms are defined as follows:

Rt,ins =
log�1 + tins/�ro + tw��

2 · 	 · �x · kins
�4�

Rt,amb = �2 · 	 · �ro + tw + tins� · �x · h��−1 �5�

The variables ro, tw, tins, kins, and h� represent the internal radius
of the tube, the thickness of the tube wall, the thickness of the
insulation, the thermal conductivity of the insulation, and the am-
bient convective heat transfer coefficient, respectively. A value of
5 W /m2 K, estimated from empirical correlations �15�, was used
for the ambient convective heat transfer coefficient. Note that the
modeling results are not sensitive to the assumed natural convec-
tive heat transfer coefficient within the range of 1–20 W /m2 K.
Apart from the heat transfer coefficient h, all the variables neces-
sary for the conjugate analysis �solving Eqs. �2� and �3�� are
known from the operating conditions or from geometrical param-
eters in the experiment.

In the case in which the temperature variation is small and the
thermal properties of the fluid can be assumed constant, there is an
infinite-series solution for the local Nusselt number �16�.

Nux = � 1

Nu�

−
1

2�
m=1

�
exp�− 
m

2 x+�
Am
m

4 �−1

�6�

The variable Nu� is the asymptotic Nusselt number for a laminar
constant heat flux problem and has a value of 4.364; x+ is a non-
dimensional axial location defined as x /ro /RePr, where Re and Pr
are the Reynolds number and Prandtl number of the flow, respec-
tively. The eigenvalues and constants required for evaluating the
expression may be found in Ref. �16�. For a known value of fluid
thermal conductivity, Eqs. �2�–�6� can be combined to calculate a
wall temperature distribution.

To facilitate the implementation of a numerical scheme, Eqs.
�2� and �3� are rewritten, respectively, in the following form:

Tf
i−1�− Xi� + Tf

i�1 + Xi� + Tw
i �− 1� = 0

Tw
i−1�Yi� + Tf

i�1� + Tw
i �− 1 − 2Yi − Zi� + Tw

i+1�Yi� = − T��Zi + Qi�
where

Xi = ṁCp/�hA�i, Yi = �kwAw/�x�/�hA�i

Zi = ��Rt,ins + Rt,amb� · �hA�i�−1 and Qi = q�Vw/��hA�i · T��
The tube is discretized into 100 cells. Forms of Eqs. �2� and �3�
are written for each cell with appropriate boundary conditions.
These equations are assembled into a matrix-vector form and the
temperature profiles of the fluid and wall cells are solved for using
MATLAB.

To validate the experimental setup, DI water with a known
thermal conductivity of 0.6 W /m K is utilized as the working
fluid in the experiment. Measured tube wall temperature values
are compared with the temperature values calculated using the
methodology described above. The comparisons for two operating
conditions are shown in Figs. 2 and 3. Agreement between the
measurement and theory is excellent, and within the estimated
temperature uncertainty of 0.2°C.

4 Nanofluid Experiments
The augmentation in thermal conductivity is evaluated by com-

paring the tube wall temperature profile, at the same operating
conditions, before and after the addition of nanoparticles to the
base fluid. Two sets of base fluid/nanoparticles were investigated:
a suspension of DI-water and 2% by volume of aluminum oxide
�Al2O3� particles and a suspension of silicone oil �Dow Corning
200® Fluid, 10 cS� and 0.2% by volume of MWCNTs. The char-

acteristic viscosity of the silicone oil is 10 cS. The

MAY 2009, Vol. 131 / 052402-3
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I-water/Al2O3 experiments were conducted for three conditions:
hree flow conditions �Reynolds numbers of 800, 1200, and 1600�
t a power input of 50 W. The silicone oil/MWCNT experiments
ere conducted for four power settings �50 W, 100 W, 150 W, and
00 W� and two flow conditions �Reynolds number of 500 and
50�. The values of kinematic viscosities of 1.0�10−6 m2 /s and
.0�10−5 m2 /s were used to calculate nominal Reynolds number
or the flow conditions in the DI-water/Al2O3 and silicone oil/

WCNT experiments, respectively. Viscosity measurements were
ot performed for the nanofluids.

4.1 DI-Water/Al2O3 Nanofluid Synthesis and Character-
zation. Spherical aluminum oxide particles, purchased from Alfa
esar Corporation �Ward Hill, MA�, were suspended in DI-water

o produce the nanofluid. The Al2O3 particles were quoted to have
diameter of 40–50 nm. The particles had a purity of 99.5% and
specific gravity of 3.97 g/cm. The as-produced particles were

ispersed in water with the aid of a Hielscher UP400S titanium
robe ultrasonic processor. Agglomerates created by interparticle
onding forces are disintegrated by jet streams emanating from
ltrasonic cavitation created by the oscillation of the processor tip.
he time necessary for the deagglomeration process was deter-
ined by fixing the intensive energy deposited into the suspen-

ig. 2 Comparison of the measured and calculated tempera-
ure profiles in tube for nominal Re=800 and power output of
0 W

ig. 3 Comparison of the measured and calculated tempera-
ure profiles in tube for nominal Re=1200 and power output of

0 W

52402-4 / Vol. 131, MAY 2009
sion. The intensive energy was fixed at 2.0�109 J /m3. Pohl and
Schubert �17� reported that the deagglomeration process is inde-
pendent of the particle loading concentration, up to 50% by vol-
ume particle loading.

According to the Derjaguin–Landau–Verweym–Overbeek
�DLVO� theory, there is a balance between the attractive van der
Waals forces and the electrostatic repulsion force, core repulsion
force, and osmotic repulsion force �18�. This balance results in
agglomerate sizes that differ from the particle size range quoted
by the particle manufacturer. The particle size distribution in sus-
pension was measured using a Brookhaven 90Plus Nanoparticle
Size Analyzer, which employs the dynamic light scattering �DLS�
technique.

In the DLS scheme, a laser beam incident on a volume in the
colloidal sample is scattered in all directions. The colloidal sample
is diluted so that single photon scattering is probable. The scat-
tered beam is collected by a photomultiplier detector. In the case
of the equipment used, the detector is static and is at a 90 deg
angle from the incident beam. The photomultiplier collects the
time autocorrelation of the light intensity, and the signal process-
ing system determines the characteristic time delay for the scat-
tered light to become random. Smaller particles diffuse faster
within the scattering volume due to the Brownian motion, so the
time autocorrelation is shorter for smaller particles. The time au-
tocorrelation directly yields information about the diffusion coef-
ficient of the particles. Given the diffusion coefficient and the
viscosity of the base solvent, one may use the Stokes–Einstein
equation to calculate the diameter of spherical particles.

The measured mean effective diameter of the particles in solu-
tion is 160 nm with a polydispersity of 0.14 �equivalent to a
standard deviation of 57 nm�, even though the manufacturer
quoted a nominal particle size of 40–50 nm. Other researchers
have also measured Al2O3/DI-water nanofluid particle sizes larger
than sizes quoted by the manufacturer. Ju et al. �7� measured an
average particle size of 120 nm for Al2O3 particles that were
quoted to be 30 nm. Lee et al. �19� studied the effect of different
techniques on the dispersion of Al2O3 particles in water, using the
same batch of particles as was used in the present work. The
methods they employed included the modulation of the pH of the
suspension, dispersion of the particles using both probe-type and
bath-type ultrasonicators for varying periods of time, and the use
of surfactants. They measured a mean effective diameter of the
particles ranging from 140 nm to 230 nm, with a pH of 4 or lower
resulting in the lower bound of mean effective diameter.

4.2 Silicone Oil/MWCNT Nanofluid Synthesis. The silicone
oil used in the oil/MWCNT experiments has a nominal thermal
conductivity of 0.15 W /m K, a kinematic viscosity of 10 cS, a
density of 940 kg /m3, a specific heat capacity of 1600 J /kg K,
and a Prandtl number of 100. The silicone oil selected for the
experiment has thermal characteristics, at room temperature, simi-
lar to the thermal characteristics of engine oil at its operating
conditions ��130°C�. The results of the experiments may have
direct applicability to engine cooling technologies. The MWCNT
purchased from Sigma-Aldrich Inc. �St. Louis, MO� had quoted
inside diameters of 5–10 nm, outside diameters of 10–30 nm,
length of 0.5–500 �m, and a purity level of 95+%. The ultra-
sonic processor was used to deagglomerate the tubes in suspen-
sion. The intensive energy used in the deagglomeration process
was 2.0�108 J /m3. The intensive energy used in this silicone
oil/MWCNT synthesis is lower than in the DI-water/Al2O3 be-
cause higher deagglomeration time, in the case of carbon nano-
tubes, seemed to have only marginal effects on the dispersion of
the nanotubes in oil. The extent to which the nanotubes bundles
were disentangled was not established. Dispersion of the nanopar-
ticles was characterized using the DLS technique for the
DI-water/Al2O3 nanofluid experiments. In the silicone oil/
MWCNT nanofluid experiments, dispersion was qualified by the

settling time of the particles in suspension. The issue of the col-
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oidal stability is mitigated because the experimental setup is a
ecirculatory system. Experimental data taken a month apart,
ithout draining and refilling the system, were identical.

Results and Discussion
Figure 4 shows a representative comparison of temperature rise

n the wall of the stainless steel tube �test section� for the case of
I-water/Al2O3 nanofluid for a Reynolds number of 800 and
ower input of 50 W. The wall temperature values for the experi-

ig. 4 Comparison of temperature rise in stainless steel tube
or water and Al2O3 nanofluid at nominal Re � 800 and power
nput of 50 W

ig. 5 Temperature rise in stainless steel tube for silicone oil
nd oil/MWCNT nanofluid at nominal Re � 500 and power input
f 150 W and 200 W

Table 1 Uncertainty sources con

Device Un

K-type thermocouples NIST maximum volta
K-type thermocouples Accuracy of locati

Digital multimeter �DMM� DMM reso
Digital multimeter DMM ac

Current sensor Fractional accuracy of m
Digital multimeter DMM resolution in
Digital multimeter DMM accuracy in

Coriolis meter Fractional accuracy
Coriolis meter Resolution of Coriolis
Coriolis meter Accuracy
ournal of Heat Transfer
ments using water were 0.4°C higher than that of experiments
using the nanofluid. This difference in temperature is a reflection
of the slight increase in the thermal conductivity of the working
fluid.

Figure 5 shows comparisons between the wall temperature pro-
files in the test section for experiments run with silicone oil and
silicone oil/MWCNT nanofluid. The Reynolds number of the flow
is 500. The power inputs into the flow are 150 W and 200 W.
There is a drop in the maximum wall temperature from the sili-
cone oil cases to the nanofluid cases: 2°C for 150 W power input
and 3.2°C for 200 W power input case. This temperature drop is
indicative of the increase in thermal conductivity of the working
fluid. The drop is more significant than that observed for the
DI-water/Al2O3 nanofluid. This suggests that the increase in ther-
mal conductivity by suspending MWCNT in silicone oil is more
significant than the increase in thermal conductivity by suspend-
ing Al2O3 in water, especially since only 0.2% by volume of
MWCNT was suspended in the silicone oil.

5.1 Effective Thermal Conductivity. The heat input into the
flow and wall temperatures are measured quantities in the experi-
ment. For a constant heat flux experiment, the bulk temperature
varies linearly with the axial position. Thus, the convective heat
transfer coefficient may be directly calculated as h=q� / �Tw−Tf�.
For constant properties and hydrodynamically fully developed
flow, there is an infinite-series solution for the Nusselt number
�16�. The Nusselt number is a function of the nondimensional
axial location x+, which is a function of the thermal conductivity:

x+=k /� ·Cp · Ū ·D. The thermal conductivity may be calculated
from the heat transfer coefficient and the Nusselt number: k
=h ·D /Nu. Using this model for the Nusselt number, one can it-
eratively calculate the effective thermal conductivity of the fluid.

Single-sample uncertainty analysis is used in this work to quan-
tify the uncertainties in the experimental results. This methodol-
ogy was put forth by Kline and McClintock �20� and expanded on
by Moffat �21�. Uncertainties in the wall temperature measure-
ment, bulk temperature measurement, mass flow rate, and axial
location of thermocouples were estimated. Uncertainties in the
power input into the flow are accounted for by uncertainties in the
change in the sensible energy of the liquid. These uncertainty
values were propagated to the calculation of the effective thermal
conductivity, using a 95% confidence interval.

The sources of uncertainties that were considered for the esti-
mation of the uncertainty in the temperature measurements are
thermocouple accuracy and resolution, digital multimeter accu-
racy and resolution, NIST K-type thermocouple conversion poly-
nomial, and the standard deviation of the data set. The accuracy
and resolution of the Coriolis meter and the standard deviation of
the data set were considered as factors contributing to the uncer-
tainty in the mass flow rate measurement. These sources of uncer-
tainties and their associated numerical values are listed in Table 1.

Individual uncertainty estimates were calculated for each data
point. The typical uncertainty in measuring thermal conductivity

ered in uncertainty calculations

ainty source Value

o-temperature conversion error 6.0�10�−2°C
f thermocouple �TC� beads 1.6�10�−3 m

on for TC sampling 1.0�10�−6 V
cy in TC sampling 2.0�10�−8 V
urement of power supply current 6.0�10�−3

asuring power supply voltage 1.0�10�−4 V
suring power supply voltage 1.2�10�−3 V
mass flow rate measurement 3.0�10�−4

ter mass flow rate measurement 2.1�10�−5 kg /s
ensity measurement 2.0�10�−1 kg /m3
sid
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sing this experimental methodology is 0.03 W /m K for water-
ased experiments and 0.015 W /m K for silicone oil-based ex-
eriments. The uncertainty estimates for the measured quantities
re listed in Table 2.

Comparisons of the effective thermal conductivity calculated
or DI-water-DI-water/Al2O3 nanofluid and for silicone oil-oil/

WCNT nanofluid are shown in Figs. 6 and 7, respectively. Fig-
re 6 shows an average thermal conductivity of water as
.59 W /m K. This value compares well to the handbook value of
.592 W /m K �16� at the average temperature of 15.3°C. The

Table 2 Uncertainty estimates for measured quantities

Quantity Uncertainty

all temperature 2.0�10�−1°C
nlet flow temperature 4.2�10�−2°C
utlet flow temperature 4.9�10�−2°C
low temperature rise 6.5�10�−2°C
ass flow rate 5.7�10�−5 kg /s

ffective thermal conductivity
water-based experiments� 3.0�10�−2 W /m K
ffective thermal conductivity

oil-based experiments� 1.5�10�−2 W /m K

ig. 6 Effective thermal conductivity for DI-water and
I-water/Al2O3 nanofluid at nominal Re � 800 and power input
f 50 W

ig. 7 Effective thermal conductivity of silicone oil and oil/
WCNT nanofluid at nominal Re � 500 and power input of 200
52402-6 / Vol. 131, MAY 2009
figure also shows an augmentation of about 8% in the thermal
conductivity of DI-water by the addition of Al2O3 nanoparticles,
at this operating condition. This increase in effective thermal con-
ductivity is reflected by the decrease in measured wall tempera-
tures for the DI-water/Al2O3 nanofluid experiment, as shown in
Fig. 4. Figure 7 shows an average thermal conductivity of silicone
oil of 0.16 W /m K and an augmentation of around 12% by the
addition of MWCNT, at that operating condition.

Similar experiments to those illustrated in Figs. 4–7 were run
for a range of power settings and Reynolds numbers. The aver-
aged values of measured thermal conductivities for DI-water and
silicone oil are shown in Tables 3 and 4, respectively. Table 3 lists
the measured values of thermal conductivity of water ranging
from 0.59 W /m K to 0.62 W /m K. The handbook values of
thermal conductivity are within the uncertainty range of the mea-
sured values. Table 4 lists the measured values of thermal conduc-
tivity of silicone oil ranging from 0.14 W /m K to 0.16 W /m K
and the thermal conductivity of the silicone oil/MWCNT nano-
fluid ranging from 0.16 W /m K to 0.18 W /m K.

The intensive augmentation factor is defined as the percentage
increase in thermal conductivity per percentage of volume of par-
ticles suspended. Averaged across the range of operating condi-
tions, the addition of 2% by volume of Al2O3 nanoparticles to
DI-water increased the thermal conductivity of water by 5.6%.
Thus, the intensive augmentation factor for the DI-water/Al2O3
nanofluid is 2.8. The addition of 0.2% by volume of MWCNT to
silicone oil increased the thermal conductivity of the oil by 10.3%,
averaged across the range of operating conditions; the thermal
conductivity increased from a nominal value of 0.154 W /m K to
a nominal value of 0.170 W /m K. The intensive augmentation
factor of the oil/MWNCT nanofluid is 52.

Samples of the silicone oil and oil/MWCNT nanofluid that
were used in this experiment were independently analyzed by
Gharagozloo et al. �22�. They used a parallel plate method to
measure the thermal conductivity of the oil and oil/MWCNT
nanofluid under stationary conditions. Their experimental configu-
ration was designed to minimize the development of convection
cells. They measured a thermal conductivity of 0.151 W /m K for
the silicone oil and a thermal conductivity of the 0.175 W /m K
for the oil/MWCNT nanofluid. A representative plot of their mea-

Table 3 Base fluid thermal conductivity of DI-water and aug-
mentation of effective thermal conductivity by the addition of
2% by volume of Al2O3

Re
Power
�W�

Base fluid
thermal cond.

�W /m2 K�

Nanofluid eff.
thermal cond.

�W /m2 K�

800 50 0.59 0.64
1200 50 0.61 0.64
1600 50 0.62 0.64

Table 4 Increase in effective thermal conductivity of silicone
oil by the addition of 0.2% by volume MWCNT

Re
Power
�W�

Base fluid
thermal cond.

�W /m2 K�

Nanofluid eff.
thermal cond.

�W /m2 K�

500 50 0.15 0.16
500 100 0.15 0.16
500 150 0.16 0.17
500 200 0.16 0.18
750 50 0.14 0.16
750 100 0.16 0.17
750 150 0.16 0.18
750 200 0.16 0.18
Transactions of the ASME
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urement is shown in Fig. 8. This measurement confirms the
ominal value of the thermal conductivity of the pure silicone oil
nd indicates a 16% increase with the addition of 0.2% by volume
f MWCNT. Therefore, both the convection and static experi-
ents indicate an augmentation in thermal conductivity in excess

f 10%.

5.2 Electron Microscopy Characterization. A different set
f carbon nanomaterial, purchased from NanoCraft Inc. �Renton,
A�. �Product: MWNT-A, No. 25921966870�, was used to pre-

are nanofluid in the same procedure described above. Experi-
ents with this batch of nanofluid did not indicate any increase in

he thermal conductivity of the fluid. The wall temperature pro-
les in the test section in experiments utilizing this nanofluid were
imilar to wall temperature profiles in experiments utilizing only
he base liquid. Figure 9 shows a comparison of the effective
hermal conductivity of base fluid, the original nanofluid, and the
ew nanofluid, at a Reynolds number of 500 and a power input of
00 W. This plot demonstrates the repeatability of the methodol-
gy for calculating the augmentation in thermal conductivity and
lso shows the lack of the performance of the alternate
anomaterial.

The difference in the performance of the nanoparticles is attrib-
ted to the difference in the geometrical structure of the two sets

ig. 8 Measurement of effective thermal conductivity of sili-
one oil and oil/MWCNT using parallel plate method †22‡

ig. 9 Comparison of effective thermal conductivity of differ-

nt nanofluids and silicone oil

ournal of Heat Transfer
of nanomaterials. Although they appear quite similar to the eye,
the two materials show stark differences under magnification.
Scanning electron microscopy �SEM� was utilized to examine the
structure of the dry state of the nanotubes. The equipment used for
SEM imaging is an FEI XL30 Sirion SEM, with FEG source and
EDX detector. Figure 10 shows a sample of the Sigma-Aldrich
nanotube under a 100,000� magnification; the inset in the picture
is the same sample under a 1500� magnification. Figure 11 shows
a similar size sample of the alternate nanomaterial under a
90,000� magnification; the inset in the picture is the alternate
sample under 1500� magnification. The differences that start to
become obvious in the 1500� magnification are glaring in the
90,000� /100,000� magnification. Figure 10 shows an entangled
bundle of nanotubes, whereas the material imaged in Fig. 11 has a
semicrystalline nature. These differences in the material structure
and aspect ratio are probably responsible for the thermal perfor-
mance of the nanofluids.

6 Conclusions
The convective heat transfer performance of nanofluid in a hy-

drodynamically fully developed, thermally developing, laminar

Fig. 10 SEM imaging of Sigma-Aldrich nanoparticles at a mag-
nification of 100,000Ã. The inset is a 1500Ã magnification of
the same sample.

Fig. 11 SEM imaging of alternate carbon nanomaterial at a
magnification of 90,000Ã. The inset is a 1500Ã magnification of

the same sample.

MAY 2009, Vol. 131 / 052402-7
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ube flow, with constant heat flux, has been investigated. The ex-
erimental setup was first validated before the rig was used to
easure the thermal conductivity of nanofluid. The validation
ethodology utilized standard heat transfer theory and conjugate

eat transfer techniques to validate the experimental setup.
I-water/Al2O3 nanofluid showed an intensive augmentation fac-

or of about 3. This augmentation factor is more modest than what
as earlier reported for some static measurements. Dynamic light

cattering showed that the particle size in suspension was substan-
ially larger than the size quoted by the supplier.

Oil/MWCNT nanofluid had an intensive augmentation factor of
bove 50. The thermal conductivity of the base liquid and the
ncrease in thermal conductivity were corroborated by stationary
arallel plate measurements. SEM imaging was used to visualize
he dry state of the carbon nanotubes. The results of the carbon
anotube experiments suggest that the structure of the nanomate-
ial is an important factor in the augmentation of thermal conduc-
ivity of a liquid by the means of nanoparticles.
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omenclature
�x  discretization length, m
Aw  cross-sectional area of tube wall, m2

Cp  specific heat capacity of fluid, J /kg K
h�  ambient convective heat transfer, W /m2 K

�hA�i  thermal conductance of ith fluid cell, W/K
kins  thermal conductivity of insulation, W /m K
kw  thermal conductivity of tube wall, W /m K
ṁ  mass flow rate of fluid, kg/s

Nux  Nusselt number based on axial location
Pr  Prandtl number of fluid
q�  volumetric heat generation, W /m3

ro  radius of tube, m
Rt,amb  thermal resistance of the ambient, K/W
Rt,ins  thermal resistance of insulation, K/W

Re  Reynolds number based on tube diameter
tins  thickness of insulation, m
tw  thickness of tube wall, m

T�  ambient temperature, K
Tf

0  temperature of incoming fluid, K
Tf

i  temperature of ith fluid cell, K
Tw

i  temperature of ith wall cell, K
x  dimensional axial location, m
+  nondimensional axial location
x

52402-8 / Vol. 131, MAY 2009
Vw  tube wall volume of a cell, m3
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The Effect of the Top Wall
Temperature on the Laminar
Natural Convection in
Rectangular Cavities With
Different Aspect Ratios
The effect of the top wall temperature on the laminar natural convection in air-filled
rectangular cavities driven by a temperature difference across the vertical walls was
investigated for three different aspect ratios of 0.5, 1.0, and 2.0. The temperature distri-
butions along the heated vertical wall were measured, and the flow patterns in the
cavities were visualized. The experiments were performed for a global Grashof number of
approximately 1.8�108 and nondimensional top wall temperatures from 0.52 (insulated)
to 1.42. As the top wall was heated, the flow separated from the top wall with an
undulating flow region in the corner of the cavity, which resulted in a nonuniformity in
the temperature profiles in this region. The location and extent of the undulation in the
flow are primarily determined by the top wall temperature and nearly independent of the
aspect ratio of the cavity. The local Nusselt number was correlated with the local Ray-
leigh number for all three cavities in the form of Nu�C·Ran, but the values of the
constants C and n changed with the aspect ratio. �DOI: 10.1115/1.2993138�

Keywords: natural convection, rectangular cavities, aspect ratio
Introduction

The importance of natural convection in enclosures can be
ound in many engineering applications such as energy transfer in
ooms and buildings, nuclear reactors, electronic packaging, and
olar collectors. There have been numerous experimental �1–4�
nd numerical �5,6� investigations of the natural convection that
ccurs in a rectangular enclosure driven by a temperature differ-
nce across the vertical walls. Most of the early studies focused on
he natural convection in a rectangular cavity with insulated or
diabatic horizontal walls. Ostrach �7� showed that the natural
onvection is extremely sensitive to the thermal boundary condi-
ions and the cavity geometry. For example, Ostrach and Ragha-
an �8� and Shiralkar and Tien �9� observed that the temperature
f the top and bottom walls of a cavity had a significant effect on
he stratification inside the cavity that, in turn, affected the flow
attern and the heat transfer characteristics. Ravi et al. �10� and
u et al. �11� found that an increase in the top wall temperature

esulted in a significant change in the flow pattern in the cavity.
hen the temperature of the top wall was close to or larger than

hat of the heated vertical wall, the flow separated from the top
all near the upper corner between the heated vertical wall and

he top wall due to the formation of a negatively buoyant plume.
ecently, Wu et al. �12� found that when the top wall temperature
as much larger than the heated vertical wall, the upward natural

onvection flow on the heated vertical wall separated from the
all before reaching the top wall. As a result, a highly stratified

egion occurred above the natural convection plume after it had

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received June 27, 2007, final manuscript received
uly 29, 2008; published online March 16, 2009. Review conducted by Yogendra
oshi. Paper presented at the 2007 ASME-JSME Thermal Engineering Conference
nd Summer Heat Transfer Conference �HT2007�, Vancouver, BC, Canada, July

–12, 2007.

ournal of Heat Transfer Copyright © 20
separated from the vertical wall. The highly stratified region be-
came larger and more stable with an increase in the top wall
temperature.

The effect of the cavity configuration on the natural convection
in a rectangular cavity has also been numerically and experimen-
tally investigated �13–18�. Emery and Chu �13� and MacGregor
and Emery �14� showed that the aspect ratio of a rectangular cav-
ity had a significant effect on the natural convection heat transfer.
As the aspect ratio was increased, secondary flow cells formed in
the core region with an increase in the Rayleigh number �15–18�.
Cormack et al. �5� simulated natural convection flows in a cavity
with aspect ratio varying from 0.05 to 1. They observed that the

Fig. 1 Schematic of the enclosure with an adjustable aspect

ratio

MAY 2009, Vol. 131 / 052501-109 by ASME
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atural convection flow in the cavity was reduced as the aspect
atio of the cavity decreased and the viscous force on the top and
ottom walls became more prevalent.

Most previous investigations have mainly focused on the natu-
al convection in a rectangular cavity with insulated horizontal
alls and aspect ratio either very much less or larger than unity. In

hese cases, the heat transfer characteristics were significantly
hanged due to the change in the flow pattern, particularly in the
ore region of the cavity. The objective of this investigation was
o experimentally characterize the effect of the top wall tempera-
ure on the laminar natural convection in rectangular cavities with
elatively modest aspect ratios. The measurements were per-
ormed for three rectangular cavities with aspect ratios of 0.5, 1.0,
nd 2.0 for cases where the top wall of the cavity was heated and
he bottom wall cooled. The experimental facility and experimen-

ig. 2 Nondimensional temperature distributions on the insu-
ated top wall with aspect ratio of „�… 0.5, „�… 1.0, and „�… 2.0
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Fig. 4 Flow patterns in the upper lef
the aspect ratios of „a… 0.5, „b… 1.0, a

temperatures of approximately 1.42
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tal procedure are outlined in Sec. 2. The results of the experiments
are given in Sec. 3, followed by the conclusions of this study.

2 Experimental Methodology
The experiments were performed in an air-filled rectangular

cavity with an adjustable aspect ratio shown schematically in Fig.
1, which was also used by Wu et al. �11,12�. The cavity had a
height of 305 mm �12 in.� and a width that could be adjusted from
100 mm to 610 mm �3.9–24 in.� by moving one vertical wall. The
width of the cavity for the current investigation was set to 152.5
mm, 305 mm, and 610 mm �6 in., 12 in., and 24 in.�, correspond-
ing to aspect ratios of 2, 1, and 0.5. The depth of the cavity was
914 mm �36 in.�, which was three times the height, so that the
flow should be approximately two-dimensional, as suggested in a

Fig. 3 Best linear fit used to determine the slope of the tem-
perature profile at the nondimensional height y /H=0.6 of the
square cavity with the top wall temperature of 109°C

/H
.0 1.2 1.4 1.61.6 1.8 2.0
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.0

gion of the rectangular cavities with
„c… 2.0 for nondimensional top wall
x
.9 1

==θ

.9 1

t re
nd
Transactions of the ASME



n
d
h
w
w
v

i
w
o
t
i
t
b
c
b
o
v
t
h
p
w
s
i
f
t

s
t
i
i
i
r
w
t
0
t
4
a
t
m
t
l
t
f
d
t
s
i

s
b
b
b
p
fi
g
a
w
T
s
g
t
T
m
s
a
1
w

J

umber of previous studies �3,8�. The walls of the cavity were
esigned so that one of the vertical walls and the top wall could be
eated independently, while the other vertical wall and the bottom
all could be cooled. The ends of the cavity were sealed using
alls with large glass windows so the flow in the cavity could be
isualized.

The top wall and the heated vertical wall were constructed us-
ng 12.7 mm �0.5 in.� thick aluminum plates. The heated vertical
all had three silicone rubber heaters, with a maximum capacity
f 180 W, while the top wall had four heaters, which were at-
ached on the outside surface of these plates. Each heater was
ndependently controlled using a multichannel variable duty con-
roller. To minimize heat losses from the heated walls to the am-
ient, the walls were insulated using aluminum guard heater walls
onstructed similar to the heated walls. The walls were separated
y a 25 mm thick layer of insulation, with an additional layer
utside of the guard walls. The heat transfer between the heated
ertical wall and its guard wall was less than 3 W, corresponding
o approximately 15% of the heat transfer into the cavity from the
eated vertical wall. This heat loss was estimated from the tem-
erature difference between the heated vertical wall and its guard
all, and knowing the thermal conductivity of the insulation. The

urface radiation effects from the cavity walls were estimated us-
ng an emissivity value of 0.4 for the aluminum plates and were
ound to be negligible compared with the natural convection heat
ransfer along the heated vertical wall.

The bottom wall and the cooled vertical wall were also con-
tructed from 12.7 mm �0.5 in.� thick aluminum plates that con-
ained serpentine cooling channels. The channels were closed us-
ng 6.4 mm �0.25 in.� thick outer aluminum plates that were
nsulated from the outside using a 25 mm �1 in.� thick layer of
nsulation. Municipal water was circulated through the channels to
emove the heat from these two plates. The temperature of these
alls in this case was kept approximately uniform by maintaining

he cooling water flow rate relatively high at approximately
.9 L /min. This was facilitated by the fact that the heat flux
hrough the walls was relatively low, approximately less than
80 W /m2 in the current investigation. The heated walls were
lso maintained at a uniform temperature by independently con-
rolling the power to the individual heaters. In all cases, the maxi-

um discrepancy, which occurred near the corner regions, be-
ween the local temperature and the average wall temperature was
ess than �4%. When the heaters on the top and guard wall were
urned off, only the two layers of insulation reduce the heat trans-
er from the top wall to the ambient. This thermal boundary con-
ition is defined as “insulated” here. The typical top wall tempera-
ure distributions under this thermal boundary condition are
hown in Fig. 2, and the mean temperature of the top wall is used
n the analysis for this case.

The temperature difference between the walls will result in a
ingularity in temperature at the junctions, which has been studied
y Nansteel et al. �19�. In order to minimize the heat transfer
etween the heated vertical wall and the top wall, the junction
etween the walls was insulated using a thin layer of mineral fiber
aper. The maximum temperature difference across the mineral
ber paper was approximately 24°C. The maximum temperature
radient in the vicinity of the junction on the heated vertical wall
nd the top wall, estimated from the temperature measurements,
ere approximately 0.11°C /cm and 0.17°C /cm, respectively.
he heated vertical wall was isolated from the bottom wall by
upporting its guard wall on four small Delrin blocks so that an air
ap of approximately 1 mm high was present. The temperature on
he walls of the cavity was measured using 0.25 mm �0.010 in.�
-type thermocouples that were embedded in the plates. The ther-
ocouples were placed in holes that were drilled from the rear

urface to a depth of 11.1 mm �04375 in.�, and held in place using
high thermal conductivity paste. There were, respectively, 18,

1, 12, and 11 thermocouples embedded in the heated vertical

all, cooled vertical wall, top wall, and bottom wall. Among

ournal of Heat Transfer
them, 6, 3, 4, and 3 thermocouples were embedded along the
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Fig. 5 Nondimensional temperature profiles in cavities with
aspect ratios of „a… 0.5, „b… 1.0, and „c… 2.0 for nondimensional
top wall temperatures of approximately 1.42. Here, the open
and filled symbols were used to distinguish the temperature
distributions at the different heights.
centerlines to continuously monitor the changes in the tempera-
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ures so that the average wall temperatures reported here can be
alculated.

The temperature distribution of the air in the cavity was mea-
ured using a 0.051 mm �0.002 in.� diameter T-type thermocouple
ounted between two 1.5 mm diameter tubes that were 57 mm

ong and 29 mm apart. The thermocouple probe unit was mounted
n a two-dimensional traverse that could be moved in both the
orizontal and vertical directions. The position of the thermo-
ouple relative to the walls was determined using positioning rods
nstalled in the probe holder that closed an electrical circuit when
hey touched the wall. The first measurement location was 0.7 mm
rom the heated vertical wall. Due to the relatively large change in
emperature of the air near the heated vertical wall, the tempera-
ure measurements were made at 0.25 mm intervals for the first
.2 mm from the wall. The distance between consecutive mea-
urement locations was subsequently increased from 0.5 mm to
0 mm as the distance from the wall was increased. For the step
ize of 0.25 mm, the accuracy of the location of the probe is
pproximately 0.02–0.03 mm. The uncertainty of the temperature
easured by the thermocouple probe is �1°C resulting in an

ncertainty in the temperature gradient of approximately �5%.
In each experiment, the desired wall temperatures were reached

y adjusting the power to the heaters and the cooling water flow
ates. Measurements were started after the wall temperatures fluc-
uated less than �0.5°C for over 1 h. The temperature distribu-
ions near the heated vertical wall for the different aspect ratios
ere measured at nine heights that were 25 mm �1 in.� apart. The

nstantaneous temperature measurements from the thermocouple
robes were averaged for 20 s at each measurement location. The
ocal heat flux from the heated vertical wall into the rectangular
avity was estimated from the slope of the temperature profile in
he near-wall region of the boundary layer as described by Wu et
l. �11�, where conduction is the dominant mode of heat transfer.
n all cases, at least seven measurement points existed in this
egion, as shown in Fig. 3. The accuracy of the local heat flux
omputed from the temperature profiles were checked by applying
n energy balance for the heated vertical wall following the pro-
edure presented in Ref. �20�. This was done only in the central
rea of the heated vertical wall since it was difficult to estimate
he heat losses at the edges of the wall. The energy input was
stimated from the heater input parameters, while the energy out-
ut was calculated by integrating the heat convected to the upward
oundary layer over this area. The conduction heat transfer from
he adjacent areas including the guard wall was considered in the
nergy balance as well. The discrepancy in the energy balance
as within 15–25% in this central area. An energy balance was

able 1 Summary of the wall temperatures, Grashof numbers
ere

R Case TH �°C� TC �°C� TT �°C� TB �°

.5 1 81 15 109 15
2 84 20 93 20
3 81 16 81 16
4 81 16 70 16
5 81 14 49 �insulated� 14

.0 1 82 14 109 14
2 80 13 89 13
3 80 13 79 13
4 83 13 71 12
5 83 16 52 �insulated� 16

.0 1 84 17 112 17
2 84 16 94 16
3 83 17 83 17
4 87 19 75 19
5 90 21 57 �insulated� 21
lso performed for the entire system �20� and was found to be
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within 5–15% for all cases. The uncertainty in the temperatures
measured by the T-type thermocouple probe was �1°C so that
the uncertainty in the local heat flux was 3–5% and the uncer-
tainty in the local Nusselt number obtained here was estimated to
be 5–8% using the approach outlined by Coleman and Steele �21�.

The flow in the upper corner of the cavity was visualized using
incense smoke that was illuminated by a laser light sheet. The
smoke was generated by slowly moving air over burning incense.
The smoke was cooled to approximately room temperature before
it was injected into the cavity through one of the two slots ma-
chined in the bottom wall of the cavity for the traverse. Care was
taken to ensure the injection of the smoke was slow enough to
allow it to follow the flow streamlines in the cavity. The flow
images were recorded using a digital camera positioned outside
the window of the sidewall of the cavity. The resolution of these
pictures is 2592�1944 pixels that covered an area of 595 cm2

with an exposure time of 1 s.

3 Results and Discussion
The effect of the top wall temperature on the laminar natural

convection flow in the three cavities was initially investigated by
maintaining the vertical walls at approximately 82°C and 15°C,
respectively, so the global Grashof number based on the height of
the cavities was approximately 1.8�108. The bottom wall tem-
perature for all three cases was maintained at approximately
15°C, and the top wall was heated up to about 110°C, corre-
sponding to a nondimensional temperature of approximately 1.42.
The flow patterns in the upper section for the three cavities at a
nondimensional top wall temperature of about 1.4 are shown in
Fig. 4. In this case, the natural convection boundary layer along
the heated vertical wall separated before reaching the top wall for
all three cavities. This results in a secondary flow between the
separated flow and the boundary layer on the heated vertical wall,
similar to that of Wu et al. �12�. The natural convection flow
reattached to the top wall after turning over and undulating in the
vertical direction. The location and size of the undulating flow
region is approximately the same for the three cavities. The
present results also show that the distance from the top wall to the
location where the upward flow along the heated vertical wall
turned over decreased slightly as the aspect ratio �AR� was in-
creased from 0.5 to 2.0.

The nondimensional temperature profiles along the heated ver-
tical wall in the three cavities are shown in Fig. 5. There is a thin
thermal boundary layer along the heated vertical wall and the
temperature in the region far from the heated vertical wall in-

nd parameters in the correlation Nu=C ·Ran for cases studied

�H �C �T �B Gr�10−8 n C

1 0 1.42 0 1.82 0.36 0.089
1 0 1.14 0 1.67 0.36 0.085
1 0 1 0 1.78 0.36 0.082
1 0 0.83 0 1.78 0.36 0.08
1 0 0.52 0 1.86 0.36 0.071

1 0 1.4 0 1.87 0.32 0.19
1 0 1.13 0 1.88 0.32 0.185
1 0 0.99 0 1.88 0.32 0.165
1 0 0.83 0 1.93 0.32 0.16
1 0 0.54 0 1.81 0.32 0.15

1 0 1.42 0 1.78 0.37 0.074
1 0 1.15 0 1.82 0.37 0.074
1 0 1 0 1.77 0.37 0.076
1 0 0.82 0 1.75 0.37 0.074
1 0 0.52 0 1.71 0.37 0.072
, a

C�
creases with height so most of the air in the cavity was stably
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tratified. The temperature of the air outside the boundary layer
ear the top wall was not uniform and corresponds to the region
here the undulation in the flow was observed �Fig. 4�.
Additional experiments were performed for nondimensional top

all temperatures from around 1.14 to 0.52 �insulated�, while
aintaining the nondimensional temperatures of the vertical walls

nd the bottom wall so that the global Grashof numbers in these
ases were approximately the same as before, indicating that the
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Fig. 6 Nondimensional temperature profi
upper corner region „right… for cases with
nondimensional top wall temperatures of a
bols were used to distinguish the tempera
hermal boundary conditions of the vertical walls in the different
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cases were approximately the same. The experimental conditions
are summarized in Table 1, and the temperature profiles along the
heated vertical wall with the corresponding flow images in the top
corner are presented in Fig. 6–9. When the nondimensional top
wall temperature was decreased to 1.14 �Fig. 6�, the natural con-
vection flow moved a short distance along the top wall before
separating from the top wall. As the top wall temperature was
further decreased, the separation occurred further away from the
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Fig. 9�. For a given top wall temperature, the location of the
ndulation in the flow was approximately the same for all three
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Fig. 7 Nondimensional temperature profiles
corner region „right… for cases with aspect
mensional top wall temperatures of approx
used to distinguish the temperature distribu
avities. The regions where the temperature is nonuniform closely
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corresponds to the regions of the flow undulation. This strongly
suggests that the temperature nonuniformity is a direct result of
the flow field.
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utside the boundary layer generally increased with an increase in
he aspect ratio, particularly in the region y /H�0.5. For the case
here the top wall was insulated, the temperature of the convec-

ion flow moving along the top wall was larger than the top wall
emperature, so the heat flux was into the top wall from the flow.

ith an increase in the aspect ratio, the area of the top wall
ecomes smaller, resulting in less heat transfer into the wall. Thus,
or a given height, the temperature distributions in the core region
f the cavity were larger for the larger aspect ratio cavity com-
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Variation in the nondimensional temperature just outside the
boundary layer with height for the different top wall temperatures
are shown in Fig. 10. Following the definition of Wu et al. �11�,
the temperature just beyond the undershoot in the temperature
profiles shown in Figs. 5–9 was used as a measure of the local
ambient temperature outside the boundary layer, shown as a
dashed line in these figures. In all three cavities, the temperature
outside the boundary layer increased approximately linearly with
the height over the most of the cavity. For y /H�0.8, there is no
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significant change in the temperature outside the boundary layer.
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nd the undulating flow, as shown in the flow visualizations. With
n increase in the top wall temperature, the local temperature
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The change in the temperature gradient d�� /d�y /H�, from a
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he top wall temperature, is shown in Fig. 11. For all three cavi-
ies, the temperature gradient increased linearly with an increase
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n the top wall temperature. The exception was for the case with
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the insulated top wall since the flow pattern in this case was dif-
ferent from the other cases, with no flow separation from the top
wall. The increase in the temperature gradient d�� /d�y /H� was
more significant for the smaller aspect ratio. This difference may
be due to the change in the ratio of the size of the undulating flow
region to the cavity width for the different aspect ratios. For the
0.5 aspect ratio cavity, this ratio is approximately 0.1, so the local
ambient temperature outside the boundary layer is significantly
affected by the convection flow moving along the top wall, which
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or the higher aspect ratio cavity, the ratio of the size of the un-
ulated flow region to the cavity width increased to around 0.4. In
his case, the local ambient temperature outside the boundary
ayer is, to a large extent, determined by the temperature of the
ndulating flow, which is more sensitive to the heated vertical
all temperature than the top wall temperature.
The local heat flux from the heated vertical wall, q� �deter-
ined from the temperature profiles� for the three cavities under

he different top wall temperatures is shown in Fig. 12. As ex-
ected, the local heat flux into the cavity from the heated vertical
all decreased as the flow developed along the wall. The change

n the top wall temperature had an obvious effect on the local heat
ransfer near the top of the heated vertical wall. As the nondimen-
ional top wall temperature was increased, the local heat flux near
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ig. 10 Comparison of the nondimensional temperature out-
ide of the boundary layer for cases with aspect ratios of „a…
.5, „b… 1.0, and „c… 2.0. Here the nondimensional bop wall tem-
eratures were „�… 0.52 „insulated…, „�… 0.83, „�… 1, „�… 1.14,
nd „�… 1.42.
he top of the heated vertical wall decreased due to the change in
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the flow pattern in this region. The change in the local heat flux
with the top wall temperature was dependant on the aspect ratio.
For example, when the nondimensional top wall temperature was
increased from 0.83 to 1.42, the local heat flux near the top of the
heated vertical wall decreased by approximately 36% in the 0.5
aspect ratio cavity, while it decreased by approximately 18% in
the 2.0 aspect ratio cavity. This can be attributed to the effect of
the undulating flow on the local ambient temperatures outside the
boundary layer, which increased with an increase in the aspect
ratio.

The change in the local Nusselt number with the local Rayleigh
number for the three cavities is shown in Fig. 13. The local Ray-
leigh numbers along the heated vertical walls of the cavities for
nondimensional heights from y /H=0.1 to 0.9 varied from 8.6
�104 to 3.8�107. These are well below the critical value for
transition from laminar to turbulent flow, suggesting that the flow
is laminar. This was supported by flow visualizations, which
clearly showed a laminar boundary layer along the heated vertical
wall. It was found that the data over most of the heated vertical
wall could be correlated by Nu=C ·Ran, except for y /H�0.8 due
to the secondary flow in this region and y /H�0.1. The values of
the constant C and the index n were different for the different
aspect ratios and are given in Table 1. For the cavities with aspect
ratios of 0.5 and 1.0, the value of C increased with an increase in
the top wall temperature, while there was no significant change in
C with the top wall temperature for the 2.0 aspect ratio cavity.

The local Nusselt numbers are plotted against the local Ray-
leigh numbers along the heated vertical wall from y /H=0.2 to 0.7
for all cases in Fig. 14. The data were correlated by

Nu = 0.0951 · Ra0.3545 �1�
with a coefficient of determination of 0.91 for the local Rayleigh
number in the range 6�105–2�107.

4 Conclusions
An experimental investigation was performed to characterize

the effect of the top wall temperature on the laminar natural con-
vection flow in air-filled rectangular cavities with aspect ratios of
0.5, 1.0, and 2.0. The natural convection flow in these cavities was
driven by a temperature difference between the vertical walls. The
experiments were performed for a global Grashof number based
on the height of the cavities of approximately 1.8�108, and non-
dimensional top wall temperatures in the range 0.52–1.42. Flow
visualizations and temperature measurements showed that the
flow pattern and temperature profiles near the top wall were sig-

Fig. 11 Change in the vertical gradient of the temperature out-
side the boundary layer on the heated vertical wall with the
change in the top wall temperature for cases with aspect ratios
of „�… 0.5, „�… 1.0, and „�… 2.0
nificantly changed as the top wall of the cavity was heated. As the
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op wall was heated, the natural convection boundary layer along
he heated wall separated before reaching the top wall. This results
n an undulating flow region in the left upper corner of the cavity
ausing a nonuniformity in the temperature profiles in this region.
he location of the undulation in the flow changed with the top
all temperature but was nearly independent of the aspect ratio.
he ratio of the size of the undulating flow region to the cavity
idth increased with an increase in the aspect ratio, which re-

ulted in different temperature fields within the cavities. The effect
f the top wall temperature on the temperature gradient
�� /d�y /H� became larger when the aspect ratio of the cavity was
ecreased. This results in a more significant decrease in the local
eat flux near the top of the heated vertical wall for the smaller
spect ratio cavity with an increase in the top wall temperature.
he local Nusselt number was correlated with the local Rayleigh
umber in the form Nu=C ·Ran. However, the values of the con-
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Nomenclature
AR � aspect ratio of the cavity, AR=H /L

C � constant in the Nusselt–Rayleigh number cor-
relation, Nu=C ·Ran

g � gravity constant, m /s2

Gr � global Grashof number based on the height of
the cavity, Gr= �g	�TH−TC�H3 /
2�

h � local heat transfer coefficient, W /m2 °C
H � height of the cavity, m
k � thermal conductivity of the air, W /m °C
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Fig. 13 Change in the local Nusselt number with the local Ray-
leigh number for cases with aspect ratios of „a… 0.5, „b… 1.0, and
„c… 2.0. The symbols are the same as in Fig. 10. Here error bars
with ±8% were added to the data in the cases with nondimen-
sional top wall temperature of approximately 1.
L � width of the cavity, m
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n � exponent in the Nusselt Rayleigh number cor-
relation, Nu=C ·Ran

Nu � local Nusselt number, Nu= �hy /k�
q� � local heat flux, W /m2

Ra � local Rayleigh number,
Ra= �g	�TH−T��y3 /�
�

TB � average temperature of the bottom wall in the
cavity, °C

TC � average temperature of the cooled vertical wall
in the cavity, °C

TH � average temperature of the heated vertical wall
in the cavity, °C

TT � average temperature of the top wall in the cav-
ity, °C

T� � local ambient temperature outside of the
boundary layer, °C

X � distance from the heated vertical wall, m
Y � height above the bottom wall, m

reek Symbols
� � thermal diffusivity, m2 /s
	 � volume expansion coefficient at constant pres-

sure, K−1


 � kinematic viscosity, m2 /s
�� � density of the ambient air, kg /m3

�B � nondimensional temperature of the bottom wall
in the cavity, �B= �TB−TC� / �TH−TC�

�C � nondimensional temperature of the cooled ver-
tical wall in the cavity, �C= �TC−TC� / �TH−TC�

�H � nondimensional temperature of the heated ver-
tical wall in the cavity, �H= �TH−TC� / �TH−TC�

�T � nondimensional temperature of the top wall
temperature in the cavity, �T= �TT−TC� / �TH

ig. 14 Change in the local Nusselt number with the local Ray-
eigh number along the heated vertical wall from y /H=0.2 to 0.7
or cases with aspect ratios of 0.5 „small size symbols…, 1.0
midsize symbols…, and 2.0 „large size symbols… under the non-
imensional top wall temperatures of „+… 0.52 „insulated…, „Ã…

.83, „�… 1, „�… 1.14, and „�… 1.42
−TC�

ournal of Heat Transfer
�� � nondimensional local ambient temperature out-
side the boundary layer, ��= �T�−TC� / �TH

−TC�
�d�� /d�y /H�� � vertical gradient of the nondimensional tem-

perature outside the boundary layer on the
heated vertical wall

Subscripts
B � bottom wall of the cavity
C � cooled vertical wall of the cavity
H � heated vertical wall of the cavity
T � top wall of the cavity
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Transient Double-Diffusive
Convection of Water Around 4°C
in a Porous Cavity
The buoyancy-driven transient double-diffusive convection in a square cavity filled with
water-saturated porous medium is studied numerically. While the right and left side wall
temperatures vary linearly from �a to �o and �o to �b, respectively, with height, the top
and bottom walls of the cavity are thermally insulated. The species concentration levels
at the right and left walls are c1 and c2, respectively, with c1�c2. The Brinkman–
Forchheimer extended Darcy model is considered to investigate the average heat and
mass transfer rates and to study the effects of maximum density, the Grashof number, the
Schmidt number, porosity, and the Darcy number on buoyancy-induced flow and heat
transfer. The finite volume method with power law scheme for convection and diffusion
terms is used to discretize the governing equations for momentum, energy, and concen-
tration, which are solved by Gauss–Seidel and successive over-relaxation methods. The
heat and mass transfer in the steady-state are discussed for various physical conditions.
For the first time in the literature, the study of transition from stationary to steady-state
shows the existence of an overshooting between the two cells and in the average Nusselt
number. The results obtained in the steady-state regime are presented in the form of
streamlines, isotherms, and isoconcentration lines for various values of Grashof number,
Schmidt number, porosity and Darcy number, and midheight velocity profiles. It is found
that the effect of maximum density is to slow down the natural convection and reduce the
average heat transfer and species diffusion. The strength of convection and heat transfer
rate becomes weak due to more flow restriction in the porous medium for small
porosity. �DOI: 10.1115/1.3000608�

Keywords: double-diffusive convection, maximum density, porosity
Introduction
Double-diffusive natural convection exists in fluids containing

wo different constituents, which influence its buoyancy. The
uoyancy forces are induced by combined temperature and con-
entration gradients, and the convective flow occurs in the fluid
ontained in enclosures with nonvanishing thermal/concentration
radients. The problem of double-diffusive natural convection
hrough porous media is encountered in different natural and en-
ineering applications such as oil recovery, underground water
ow, high-performance insulation for building and cryogenic con-

ainers particularly in the field of large storage system of agricul-
ural products, the migration of moisture through air contained in
brous insulations and the dispersion of chemical contaminants

hrough water saturated soil, oceanography, and solar energy sys-
em. Furthermore, in many applications such as bioengineering
nd chemical engineering, it is important to observe the evolution
f the fluid motion and subsequent heat and mass transfer with
ime. The buoyancy-driven double-diffusive convection arises in a
uid due to the density variations caused by the temperature dif-
erences and concentration variations in the system.

Several studies on double-diffusive natural convection of water
n porous media have been reported for different physical formu-
ations and geometric models with various boundary conditions.
he model commonly used consists of a porous cavity with either
oth the vertical walls maintained at constant temperature or one
ertical wall subject to a constant heat flux and the other isother-
al, while the horizontal walls are adiabatic. A linear

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received November 6, 2007; final manuscript
eceived September 13, 2008; published online March 17, 2009. Review conducted

y Cholik Chan.

ournal of Heat Transfer Copyright © 20
temperature-density relationship has been considered. The density
of water varies nonlinearly with temperature, having its maximum
around 4°C.

The present study aims at throwing light on the effect of the
maximum density of water and varied parameters of the porous
medium on transient heat and mass transfer in a square porous
cavity with linearly varying side wall temperatures. The flow as-
sociated with the mechanism of double-diffusive buoyancy-driven
convection has been extensively studied by many authors. A few
closely related studies—needed to follow the present work—are
reviewed in this section.

Han and Kuehn �1� studied numerically double-diffusive natu-
ral convection flow in a vertical rectangular cavity. They found
that double-diffusive multicellular flow structures observed in ex-
periments are successfully simulated in numerical study. Steady-
state thermosolutal convection in a square cavity filled with air,
subjected to horizontal temperature and concentration gradients,
was studied numerically by Beghein et al. �2�. They have shown
that the concentration boundary layer is thick and hence the cavity
is filled with a high diffusion pollutant for the Lewis number less
than unity. Nithiarasu et al. �3� investigated double-diffusive natu-
ral convection in a fluid saturated porous cavity with a freely
convecting wall and showed that the flow, heat, and mass transfer
become sensitive to applied mass transfer coefficient in both the
Darcy and non-Darcy flow regimes.

Kandaswamy and Kumar �4� studied numerically the effect of a
magnetic field on the buoyancy-driven flow of water inside a
square cavity with differentially heated side walls. Their study
reveals that the average heat transfer rate decreases with an in-
crease in the Hartmann number. Sundaravadivelu and Kan-
daswamy �5� used a fourth order polynomial approximation for
the temperature-density relation to study double-diffusive nonlin-

ear convection in a square cavity. They found that the average
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eat and mass transfer rates depend nonlinearly on the tempera-
ure gradient in the cavity. Khanafer and Vafai �6� through an
nvestigation on double-diffusive mixed convection in a lid-driven
nclosure filled with a fluid saturated porous medium showed that
he buoyancy ratio, Darcy number, Lewis number, and Richardson
umber have profound effects on the double-diffusive phenom-
non.

Saeid and Pop �7� conducted a numerical study on the effects of
aximum density on natural convection from a discrete heater in
cavity filled with porous medium. They have demonstrated the

xistence of buoyancy force reversal resulting from the maximum
ensity effect leading to a reduction in the convective flow and
verage heat transfer rate. Very few studies using extended Darcy
odels are reported on double-diffusive convection. Those rel-

vant to the present study are reviewed below. Sezai and Moha-
ad �8� used a three-dimensional mathematical model based on

he Brinkman extended Darcy equation to study double-diffusive
atural convection in a fluid saturated porous cubic enclosure sub-
ect to opposing and horizontal gradients of temperature and con-
entration. Sezai and Mohamad �9� performed a three-dimensional
umerical study on double-diffusive natural convection in a cubic
nclosure subject to opposing and horizontal gradients of heat and
olute. Both of these studies reported that the double-diffusive
ow in enclosures with opposing buoyancy forces is three-
imensional for a certain range of parameters.

Mohamad et al. �10� numerically investigated the three-
imensional double-diffusive natural convection in a rectangular
nclosure filled with binary fluid saturating porous media. The
tudy indicated that two-dimensional double-diffusion results
hould be treated carefully because the three dimensionality of the
roblem may affect the flow pattern and the rate of heat and mass
ransfer. Mohamad and Bennacer �11� investigated double-
iffusive natural convection in an enclosure filled with saturated
orous medium and subjected to cross gradients. Vafai �12� gave
eep insight into convective heat transfer in porous media. Nield
nd Bejan �13� provided a comprehensive literature survey on
atural convection in porous media.

The limitations of most of the existing studies in a porous cav-
ty are �i� using linear density-temperature relation and �ii� uni-
orm heating of vertical side walls of the cavity. The most indus-
rial and natural flows through porous structures cannot be truly
epresented by a Darcy model. Density-temperature relation is not

linear function for natural fluids �water� and industrial fluids
glycerin-water mixture�. Hence in this study, the Brinkman–
orchheimer extended Darcy model is used to investigate the ef-
ects of maximum density, the Grashof number, the Schmidt num-
er, the Darcy number, and porosity on heat and mass transfer
ates inside a square cavity filled with water saturated porous
edium. A fourth order polynomial approximation of the

emperature-density relation for water is considered. Furthermore,
he wall temperatures are allowed to vary linearly with height.

Mathematical Formulation and Method of Solution
A two-dimensional square cavity of side L with water saturated

orous medium is considered. The right wall temperature ��R�
aries linearly from �a�=0°C� at the bottom to �o= ��a+�b� /2 at
he top. The left wall temperature ��L� varies linearly from �o at
he bottom to �b at the top such that �b��a with horizontal adia-
atic walls. The concentration levels at the right and left walls are
1 and c2, respectively, with c1�c2. The gravity acts in the down-
ard direction. The velocity components u and v are taken in the
and y directions, respectively. The isotropic homogeneous po-

ous medium is in thermodynamic equilibrium with water having
ensity �=�o�1−�i=1

4 �−1�i�i��−�a�i+�5�c−c0�� �see Refs. �4,5��
The governing equations for the system in the left-hand coor-
inate system with the x-axis in the opposite direction of the grav-

52601-2 / Vol. 131, MAY 2009
ity vector and y-axis in the horizontal with u and v as velocity
components �see Ref. �6�� in the vorticity-stream function formu-
lation takes the form
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The initial conditions are when �=0 and U=V=�=�=T=C
=0 for all X and Y. The no-slip velocity boundary conditions are
used at all four walls of the cavity where � is the vorticity, � is
the stream function, � is the nondimensional time, T is the dimen-
sionless temperature, and C is the dimensionless species concen-
tration. The nondimensional parameters that appear in the equa-
tions are Da=K /L2, the Darcy number; Gri=g�i��L−�R�iL3 /
2,
i=1,2 ,3 ,4, where �0��L��b and �a��R��0, the thermal
Grashof numbers; Gr5=g�5�c1−c2�L3 /
2, the species Grashof
number; Pr=
 /�, the Prandtl number; and Sc=
 / ��D�, the
Schmidt number. The function of � in Fc=1.75	V	 /�150�3/2 is
the porous medium inertia coefficient as described by Khanafer
and Vafai �6�. The local Nusselt number is defined by Nu
=�T /�Y 	Y=0 and the average Nusselt Number is given by Nu
=
0

1Nu dX. The local Sherwood number is defined by Sh
=�C /�Y 	Y=1 and the average Sherwood number is given by Sh
=
0

1Sh dX. The nondimensional governing equations are dis-
cretized by finite volume method of Patankar �14� and are solved
iteratively. Figure 1 shows that a 4141 uniform grid is enough

Fig. 1 Average Nusselt number and Sherwood number for dif-
ferent grid systems with Gr1=59,280, Da=0.001, �=0.4, Sc=50,
and Sc=720 in the steady-state regime
to investigate the problem. The boundary conditions of Rudraiah
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t al. �15� for � are used. The standard convergence criteria for
eld variables with 10−6 bound is used in this study.

Results and Discussion
The convective flow of water at temperatures around the maxi-
um density temperature is studied in the presence of solute

ransfer. Tables 1 and 2 provide a comparison of the results of the
resent work for constant wall temperature with those of Kan-
aswamy and Kumar �4� and Sundarvadivelu and Kandaswamy
5� for code validation, and they agree well.

3.1 Evolution of Flow Field in Transient State Regime. At
ime �=0, the fluid contained in the entire cavity is pure and is at
°C. For ��0, the wall temperatures are changed to �L �left wall�
nd �R �right wall� simultaneously. Since the temperatures of both
he walls are higher than that of the fluid inside the cavity, the
alls transmit heat to the fluid by conduction and raise the tem-
erature of fluid particles adjoining the walls. As the temperature
f fluid increases from 0°C to a temperature less than 4 °C, the
ensity of the fluid also increases, making them fall along both
alls. This introduces a bicellular fluid motion with a counter-

lockwise rotating cell close to the left hot wall and a clockwise
otating cell close to the right cold wall.

Figures 2�a�–2�f� are presented to show the evolution of fluid
otion and subsequent distribution of heat and concentration

cross the porous cavity as time evolves �100���126,900�. The
esults for the transient state regime are presented for thermal
rashof number Gr1=53,634 and solute Grashof number Gr5
8372 with porosity �=0.4, Darcy number Da=10−3, and Sc
50 as a representative case. Figure 2�a� shows the evolution of

he fluid motion and the distribution of heat and concentration at
=100. It is observed that the fluid particles adjoining both walls
eceive heat from the walls and increase temperature and density.

hen the density increases, the fluid starts falling along the walls
reating a counterclockwise rotating cell near the left wall and
lockwise rotating cell near the right wall, resulting in the forma-
ion of two small cells rotating in opposite directions near the
ertical walls. The corresponding isotherms are parallel to the
ertical walls, indicating that the heat is initially transferred from
he walls to the fluid only by conduction. Since the left wall is hot,
t introduces a stronger thermal gradient between the left wall and
he fluid than the right cold wall as time progresses ��=1000�. The

able 1 Comparison of the results of the present work with
hose of Refs. †4,5‡

�K�

Nu

Ref. 4 Ref. 5 Present

77 1.1214 1.0804 1.0606
80 1.0484 1.0288 1.0158
81 1.0140 1.0068 1.0049
82 1.0178 1.0169 1.0204
85 1.3318 1.2828 1.2725

able 2 Comparison of the results of the present work with
hose of Ref. †5‡

�K�

Nu Sh

Ref. 5 Present study Ref. 5 Present

77 4.466 4.047 2.628 2.452
82 3.193 2.902 2.028 1.929
83 2.926 2.478 2.021 1.551
84 3.140 3.160 1.800 1.799
85 3.784 3.730 2.082 2.073
88 5.302 4.988 2.888 2.911
ournal of Heat Transfer
counterclockwise rotating cell grows faster than the clockwise ro-

(a)

(b)

(c)

(d)

(e)

(f)

Fig. 2 „a… Velocity vector, isotherms, and isoconcentrations at
�=100 for Gr1=53,634, �=0.4, Sc=50, and Da=0.001 in the tran-
sient state regime; „b… velocity vector, isotherms, and isocon-
centrations at �=1000 for Gr1=53,634, �=0.4, Sc=50, and Da
=0.001 in the transient state regime; „c… velocity vector, iso-
therms, and isoconcentrations at �=10,000 for Gr1=53,634, �
=0.4, Sc=50, and Da=0.001 in the transient state regime; „d…
velocity vector, isotherms, and isoconcentrations at �=25,000
for Gr1=53,634, �=0.4, Sc=50, and Da=0.001 in the transient
state regime; „e… velocity vector, isotherms, and isoconcentra-
tions at �=100,000 for Gr1=53,634, �=0.4, Sc=50, and Da
=0.001 in the transient state regime; and, „f… velocity vector,
isotherms, and isoconcentrations at �=126,900 for Gr1=53,634,
�=0.4, Sc=50, and Da=0.001 in the transient state regime
tating cell and starts occupying a major portion of the cavity.
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hen �=1000, the fluid motion gains momentum and the convec-
ive mode of heat transfer sets in the porous cavity, as shown in
ig. 2�b�.
Further progress in time makes the counterclockwise rotating

ell moving closer to the left wall and receiving more heat and
rowing stronger in strength and starts suppressing the clockwise
otating cell close to the right wall, thus reducing the volume of
uid associated with the clockwise rotating cell. As the volume of

he fluid involved with clockwise rotating cell gets reduced, the
eat received from the adjoining wall makes it gain strength and
tarts suppressing the counterclockwise rotating cell. A further
rogress in time �=10,000 extends this progress and pushes the
ell close to the right corner, making the fluid volume associated
ith the clockwise rotating cell to a minimum. Figures 2�c� pre-

ented for time �=10,000 shows that the cell near the left wall
rows in size and pushes another cell upwards to the top right
orner of the cavity. The corresponding isotherms and isoconcen-
ration lines indicate that convective mode of heat and mass trans-
er improves further. With further progress in time, the clockwise
otating cell gets reduced to a small one with the fluid volume
nvolved getting reduced to a minimum. The fluid mass associated
ith clockwise rotating cell is very less and receives the same

mount of heat from the adjoining right wall, which grows in
trength and starts to dominate the counter clockwise rotating cell.

As time progresses, the growing cell emerges as the single larg-
st one, rotating in counterclockwise direction, while the smaller
ell at the right top corner vanishes. As the fluid falls along the left
all and rises along the right wall, it is clear that the temperature
f the maximum density of water exists along the left wall. It is
bserved from the corresponding isotherms and isoconcentration
ines that the transfer of heat and mass takes place by means of
onvection and the clockwise rotating cell dominates its counter-
art, making the fluid mass associated with this to its minimum.
hen time �=25,000, the maximum density plane moves farther

way from the left wall and as such, a small cell rotating in the
lockwise direction appears near the left wall, as shown in Fig.
�d�. The release of heat due to the strong thermal gradient be-
ween the left hot wall and the adjoining fluid particles makes the
ell quickly gain strength and push the clockwise rotating cell
oward the right cold wall ��=25,000�. The clockwise rotating cell
eceives heat from the adjoining wall and grows in volume and
trength and starts to suppress the counter clockwise rotating cell.
urther progress in time makes the clockwise rotating cell strong,
ushing the counterclockwise rotating cell close to the left wall.

As time � progresses to 100,000, the clockwise rotating cell
rows in size and pushes the counterclockwise rotating cell farther
oward the right wall, resulting in the formation of dual cell struc-
ure, as shown in Figs. 2�e� with the corresponding isotherms and
soconcentration lines. This is due to the fact that the temperature
f the maximum density of water exists in the middle of the cav-
ty, where the fluid falls and rises along both the vertical walls.
his overshooting of one cell over the other continues for some

ime and finally settles down when �=126,900 with the two cells,
s shown in Fig. 2�f�. During this process, the cells continue to be
eparated by the maximum density curve. This curve during the
ransition from stationary state to steady-state overshoots the mid-
lane of the cavity. This overshooting during transition from sta-
ionary state to steady-state is also noticed in the Nusselt number
t the midplane of the cavity, as seen in Fig. 3. This phenomenon
s observed for the first time and no earlier study has reported such
vershooting. This feature is unique to the maximum density flu-
ds and is observed for the first time in this study.

Figure 3 shows the time history of average Nusselt number and
verage Sherwood number calculated at Y =1 /2 for various values
f the Grashof number corresponding to the temperature around
he maximum density temperature with �=0.4, Sc=50, and Da
0.001. The Nusselt number, which is a measure of the heat trans-

er calculated at the midplane of the cavity presented in Fig. 3,

lso exhibits overshooting of cells.

52601-4 / Vol. 131, MAY 2009
3.2 Flow Field in Steady-State Regime. Figures 4�a�–4�d�
show the velocity vector for the fluid motion and the resulting
temperature and concentration distribution for different varying
side wall temperatures with porosity �=0.4, Darcy number Da
=10−3, and Sc=50. When the left wall is maintained at a tempera-
ture that corresponds to Gr1=22,582 and a concentration that cor-
responds to Gr5=4961, the flow pattern consists of a single major
cell rotating in the counterclockwise direction, as seen in Fig.
4�a�. The maximum density temperature of water, which is at the
left wall, makes the density of the fluid monotonically increase
from left to right, introducing a single counterclockwise rotating
cell. In the case of Gr1=22,582, the line of maximum density
temperature of water is moved away near the left wall. Hence, the
water falls close to the left wall and rises near the opposite wall,
leading to a single cell formation. This is due to the absence of
density inversion of water with temperature inside the cavity. The
single cell occupies the entire cavity with boundary layers being
formed along the vertical walls. The corresponding isotherms ap-
pear crowded near the upper left corner of the left wall as well as
near the lower right corner of the right wall of the cavity. The
isotherms in the core region are nearly parallel in vertical direc-
tion, indicating that most of the heat transfer is carried out by
conduction. On the other hand, the isoconcentration field indicates
that the concentration boundary layers are formed along the ver-
tical walls. The isoconcentration lines on the core of the cavity are
almost uniform.

Figure 4�b� shows the flow structure and the corresponding iso-
therms and isoconcentration lines for Gr1=50,811 and Gr5
=8062 with �=0.4, Darcy number Da=10−3, and Sc=50. A sec-
ondary cell grows in size and pushes the primary cell toward the
right wall of the cavity. When the Grashof number increases to
Gr1=50,811, which corresponds to a temperature above the maxi-
mum density temperature of water allowing the maximum density
temperature to lie inside the cavity, the flow changes gradually, as
seen in Fig. 4�b�. As the left wall temperature is above the maxi-
mum density temperature of water for the case Gr1=50,811, the
maximum density line moves from the left wall into the cavity.
Since the maximum density line lies between the walls of the
cavity as one moves into the cavity from either wall, the density
of water near the walls decreases, introducing a bicellular flow
pattern with a clockwise rotating cell near the left wall and an
anticlockwise rotating cell near the right wall. These two cells are
separated by the maximum density temperature line along which
the fluid always moves from top to bottom of the cavity. As such,
the fluid rises along the vertical walls and falls inside the cavity
where the temperature of maximum density prevails. A deforma-

Fig. 3 Time history of the average Nusselt and Sherwood
numbers for various values of Grashof number with �=0.4, Da
=0.001, and Sc=50 at Y= „1/2…
tion in the corresponding isotherms is observed near the boundary.
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he solute boundary layer thickness decreases and consequently
nhances thermosolutal activities in the cavity. In this case, the
aximum density temperature of water prevails in the middle of

he cavity. Hence, the density of water increases from the walls as
ne moves from either side of the vertical walls. The density
ttains a maximum level in between the walls, where the fluid
alls, thus forming the bicellular flow structure. This bicellular
ormation in the flow structure has significant effect on the ther-
al and concentration fields.
In the bicellular pattern, there appear two counter-rotating cells,

ne independent of the other. Convective heat transfer is restricted
y the dual cell structure. As the fluid particles of a cell do not
ix up with those of another cell, temperature distribution takes

lace only by conduction in the middle of the cavity. The iso-
herms are substantially linear in the bulk of the interior region.
hus, the overall heat transfer is mostly by conduction in the
iddle and bottom parts of the cavity except in a relatively small

egion close to the top left corner of the cavity, where the induced
onvective activities are appreciable. The corresponding convec-
ive field shows that the solutal boundary layer thickness becomes
hinner, and solutal convection is gradually enhanced as the

(a)

(b)

(c)

(d)

ig. 4 „a… Velocity vector, isotherms, and isoconcentrations
or Gr1=22,582, �=0.4, Sc=50, and Da=0.001 in the steady-state
egime; „b… velocity vector, isotherms, and isoconcentrations
or Gr1=50,811, �=0.4, Sc=50, and Da=0.001 in the steady-state
egime; „c… velocity vector, isotherms, and isoconcentrations
or Gr1=53,634, �=0.4, Sc=50, and Da=0.001 in the steady-state
egime; and „d… velocity vector, isotherms, and isoconcentra-
ions for Gr1=64,925, �=0.4, Sc=50, and Da=0.001 in the
teady-state regime
rashof number increases. The heat and mass transfer processes

ournal of Heat Transfer
are found to be disturbed due to the resulting bicellular flow struc-
ture. Hence the there is a sharp fall in the average Nusselt number
and Sherwood number. This nonlinear behavior of the average
Nusselt and Sherwood numbers is due to the effect of maximum
density of water in the cavity.

Figures 4�c� and 4�d� are presented to show the flow pattern and
the resulting isotherms and isoconcentration lines for thermal
Grashof number Gr1=53,634 with solute Grashof number Gr5
=8372, and thermal Grashof number Gr1=64,925 with solute
Grashof number Gr5=9613, respectively. The secondary cell
grows in size and flow strength, pushing the primary cell closer to
the right wall. In this case, the density of water increases from left
wall to right wall, and the density of water is at maximum along
the left wall. Hence, the fluid falls along right wall, resulting in a
single cell rotating in the clockwise direction. The corresponding
isotherms are extended to almost the entire cross section except
the bottom most part of the cavity. The isotherms are almost par-
allel to the horizontal wall for higher Grashof numbers, indicating
that most of the heat transfer is carried out by convection. Further
increase in the Grashof number continues to improve the double-
diffusive convective heat and mass transfer rates.

Figure 5 shows the time history of the average Nusselt number
and the average Sherwood number calculated at the left vertical
wall for various values of the Grashof number with �=0.4, Sc
=50, and Da=0.001. The average heat and mass transfer rates go
down initially as the Grashof number increases and attain steady-
state condition. This is because, heat is initially transferred from
the left wall to the fluid inside the cavity by conduction. As time
evolves, the convective activities dominate in the cavity.

3.3 Effects of Porosity, the Darcy Number, and Schmidt
Number in Steady-State Regime. Figure 6 shows how the po-
rosity of the medium affects the average heat and mass transfer
rates. As the porosity, being the fraction of the total volume that is
occupied by void space, increases, the heat and mass transfer rates
also increase. The higher porosity leads to higher heat and mass
transfer rates. This is because of the fluid motion at a higher
velocity due to larger porosity. The nonlinear behavior of heat and
mass transfer seen in Fig. 6 is due to the effect of maximum
density-temperature of water inside the cavity.

Figure 7 exhibits the impact of the Darcy numbers on the av-
erage heat and mass transfer rates for different values of the
Grashof number with �=0.4 and Sc=50. The Darcy number,
which depends on the permeability of porous medium, leaves
strong effects on convection in porous cavity. It is observed that
an increase in Darcy number enhances the average heat and mass

Fig. 5 Time history of the average Nusselt and Sherwood
numbers for various values of Grashof number with �=0.4, Da
=0.001, and Sc=50
transfer rates. The flow of fluid is restricted largely in the case of
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maller values of Darcy number. It is observed that the velocity of
he fluid particles is restricted for very low values of the Darcy
umber. As the Darcy number decreases, the increase in the drag
orce suppresses the buoyancy force and consequently decreases
he average heat and mass transfer rates.

Figure 8 shows the effect of the Schmidt number on the average
usselt and Sherwood numbers, which give a measure of the
imensionless heat and mass transfer rates. These numbers are
ound to depend strongly on double-diffusive effects caused by
he difference in the diffusivity of heat and mass. It is observed
hat the average Nusselt number decreases and the Sherwood
umber increases with increasing Schmidt number. For all values
f Schmidt number, it is noticed that both Nusselt number and
herwood number behave nonlinearly with Grashof number. This
onlinear behavior is associated with the maximum density tem-
erature of water inside the cavity. Figure 9 for the water-NaCl
olution �Schmidt number 600–900� also demonstrates similar be-
avior with solutions having the Schmidt number range 1–50.
ence it may be observed for a wide range of Schmidt number

hat the behavior of heat and mass transfer is similar.

ig. 6 The average Nusselt and Sherwood numbers for vari-
us values of porosity and Grashof number with Da=0.001 and
c=50 in the steady-state regime

ig. 7 The average Nusselt and Sherwood numbers for vari-
us values of Darcy number and Grashof number with �=0.4

nd Sc=50 in the steady-state regime

52601-6 / Vol. 131, MAY 2009
4 Conclusion
The effects of water maximum density on the heat and mass

transfer in a porous cavity with variable side wall temperatures
have been studied numerically for various values of porosity,
Grashof number, and Schmidt and Darcy numbers. It is shown
that the maximum density surface executes an overshooting with
time about the midplane of the cavity. This overshooting is also
observed in the heat transfer rate across the midplane of the cav-
ity. It is for the first time that this behavior is noticed, and it is due
to the maximum density temperature of water. Such behavior is
not noticed in fluids where the density is a monotonic function of
temperature. It is also observed that the temperature of maximum
density leaves strong effects on the heat and mass transfer due to
the formation of bicellular fluid flow. The nonlinear behavior of
the heat and mass transfer rates is also the maximum density
effects. The results show that higher heat and mass transfer rates
can be achieved in a water saturated porous medium in the pres-
ence of high porosity, Schmidt number, and Darcy number.
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Numerical Modeling of
Multidirectional Flow and Heat
Transfer in Graphitic Foams
To investigate the feasibility of the use of foams with an interconnected spherical pore
structure in heat transfer applications, models for heat transfer and pressure drop for this
type of porous materials are developed. Numerical simulations are carried out for lami-
nar multidirectional thermofluid flow in an idealized pore geometry of foams with a wide
range of geometry parameters. Semiheuristic models for pressure drop and heat transfer
are developed from the results of simulations. A simplified solid-body drag equation with
an extended high inertia term is used to develop the hydraulic model. A heat transfer
model with a nonzero asymptotic term for very low Reynolds numbers is also developed.
To provide hydraulic and heat transfer models suitable for a wide range of porosity, only
a general form of the length-scale as a function of pore structure is defined a priori,
where the parameters of the function were determined as part of the modeling process.
The proposed ideal models are compared to the available experimental results, and the
source of differences between experimental results and the ideal models is recognized and
then calibrated for real graphitic foam. The thermal model is used together with volume-
averaged energy equations to calculate the thermal dispersion in graphitic foam. The
results of the calculations show that the linear models for thermal dispersion available in
literature are oversimplified for predicting thermal dispersion in this type of porous
material. �DOI: 10.1115/1.3084122�

Keywords: convective heat transfer, hydraulic loss, thermal dispersion, porous media,
metallic foam, graphitic foam
Introduction
In recent years, there has been an increasing number of works

n the hydraulic and thermal characterization of graphitic foam
GF� for heat transfer applications. GF is a relatively new type of
orous material, which is produced by a process of foaming and
eat treatment of a carbon precursor �1,2�. Graphitic foam has an
pen interconnected spherical void structure and an extremely
igh effective conductivity �40–180 W /m K� �1� due to its high
olid-phase conductivity �k=800–1900 W /m K�, which enables
eat to penetrate deeply into the solid structure of the foam,
hereby increasing thermal nonequilibrium between the solid and
uid phases and increasing convective heat transfer under forced-
ow conditions.
Gallego and Klett �2� investigated the use of GF in electronic

ooling applications and studied the effect of various macroscopic
eometry configurations on the pressure loss and heat transfer. Yu
t al. �3� proposed a spherical-void-phase �SVP� unit-cube geom-
try model to approximate the geometric properties of GF, such as
nternal surface area and surface roughness, as functions of pore
iameter and porosity. To study the convective enhancement ob-
ained using GF in cooling applications, Straatman et al. �4� mea-
ured convection in parallel air flow and observed convective en-
ancements of 30–10% over that obtained from a flat plate for the
ange of Reynolds numbers of 150,000–500,000. Recently, Straat-
an et al. �5� carried out experimental measurements of pressure

oss and heat transfer for forced flow through various GFs and
howed that the pressure loss and heat transfer are strong func-
ions of the internal structure of the foam and that the more open

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received December 7, 2007; final manuscript
eceived December 4, 2008; published online March 18, 2009. Review conducted by

amal Seyed-Yagoobi.

ournal of Heat Transfer Copyright © 20
foams had the best balance of pressure drop and heat transfer.
The data obtained in Straatman et al. �5� were also used to

calibrate a finite-volume computational fluid dynamics �CFD�
code �6� that solved the volume-averaged transport equations for
mass, momentum, and energy in three-dimensional domains. The
CFD code was developed specifically to explore high-
conductivity porous metals in a local thermal nonequilibrium
framework, and thus coupled energy equations were solved for the
fluid and solid constituents of the porous domain. A model for the
local interstitial heat transfer was obtained from Calmidi and Ma-
hajan �7� and was calibrated using data from the GF experiments.
Thermal dispersion was modeled using an expression derived for
reticulated aluminum foams �8�. While the resulting computations
gave reasonable predictions of the overall heat transfer, it is not
known whether the interstitial exchange and thermal dispersion
models led to accurate predictions of the temperature distributions
in the porous GF domain; i.e., it is questionable whether the same
thermal dispersion model can be used for both reticulated foams
and spherical-void-phase foams since dispersion is highly depen-
dent on internal hydrodynamics and, thus, internal geometry of
the foam. To date, models for interstitial exchange and thermal
dispersion in volume-averaged calculations have been formulated
based on simple expressions and then calibrated using available
experimental data. While this approach is reasonable, the resulting
models have a narrow range of applicability, and parametric stud-
ies on the foam structure itself are not possible. From a scientific
perspective, it is of great interest to understand the pore-level flow
and energy transfer, first to observe the impact of porosity and
pore diameter and second to serve as the basis for formulating
more accurate model expressions for volume-averaged calcula-
tions. Since experimental studies of the flow structure at the pore
level are practically impossible, direct numerical simulations of
the flow and energy transport inside an idealized representation of
the SVP foam serve as a useful alternative and could provide

information useful for both physical insight and the development

MAY 2009, Vol. 131 / 052602-109 by ASME
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f models. To this end, Karimian and Straatman �9� and Karimian
10� used the unit-cube cell geometry model as the idealized in-
ernal structure of GF and simulated periodic thermofluid flow at
he pore level for a range of porosities �75%–90%� and pore di-
meters �300–600 �m� to investigate the dependence of pressure
oss and heat transfer on the microscopic properties of the foam.
n their simulations, the flow direction was normal to the pore
indows, and the resulting flow field was very similar to a fully
eveloped pipe flow at high flow rates, resulting in the asymptotic
ehavior of hydraulic loss and convective heat transfer. While the
esults of the simulations were useful for gaining insight into the
hysics of unidirectional flow in the idealized geometry, the trends
bserved were not similar to those measured in experiments on
eal graphitic foam. Therefore, to develop hydraulic and thermal
odels for GF, it is necessary to explore more generic forms of
ow fields such as multidirectional periodic flow at the pore level
f the idealized SVP foam.

In the present work, the parallel finite-volume code PARTISUN

11� is used to solve multidirectional periodic thermofluid flow at
he pore level of an idealized geometry based on the unit-cube
eometry model of Yu et al. �3� for a wide range of Reynolds
umbers and porosities, and suitable general forms of engineering
odels are proposed for pressure loss, convective �interstitial�

eat transfer, and thermal dispersion based on the results of the
imulations. The proposed ideal models are compared to the ex-
erimental results of Straatman et al. �5�, and the source of differ-
nces between experimental results and the ideal models is recog-
ized and then calibrated for real graphitic foam. The following
ections of this paper present the computational domain, the nu-
erical formulation, results of the simulations, and models for the

ressure loss, heat transfer, and thermal dispersion.

Computational Domain
In this study, we consider the flow and heat transfer inside a

eneric section of an idealized GF foam block, which is ideally
omposed of hundreds of identical cells in each direction. It is
easonable to assume that the flow in a generic section inside the
oam is periodic in nature, and thus, only a representative portion
f the domain requires modeling.

To approximate the internal structure of graphitic foam in this
ork, we use the unit-cube cell geometry model proposed by Yu

t al. �3�. The model is based on interconnected sphere-centered
ubes, where the interconnected spheres represent the void phase
f the porous media. Each cube is called a unit-cube cell or simply
cell. Figure 1�a� shows a three-dimensional CAD image of a

nit-cube cell with its detailed dimensions. Here, Dp is the pore
iameter, H is the cell size, and Dw is the interconnected pore-
indow diameter. This idealized geometry is assumed as the
uilding block of the porous media. A unit-cube cell in this model
s defined by the porosity, �, of the represented graphitic foam and
he pore diameter Dp. It can be shown �10� that for a given po-
osity, the cell size and the pore-window diameter vary propor-
ionally to the pore diameter,

� =
H

Dp
= f��� �1�

Dw = �1 − �2�0.5Dp �2�

ere, � is the cell ratio and is only a function of porosity. There-
ore, the pore-level thermofluid flow structure can be scaled using
ore diameter or one of its products, e.g., cell size or pore-window
iameter, as a pore-level length-scale, and hence all dimensionless
uantities are solely functions of porosity.

Comparing the results of the direct numerical simulations in
ef. �9� with the experimental measurements of Straatman et al.

4� indicates that pressure drop and convective heat transfer of a
eriodic unidirectional flow inside the idealized foam have a dif-
erent dependence on the Reynolds number compared to those of
flow through a real block of graphitic foam. This is mainly

52602-2 / Vol. 131, MAY 2009
because the direction of the flow in a real block of foam is fairly
random and not necessarily normal to the pore windows. There-
fore, a multidirectional periodic flow can better represent the flow
in a real foam. To simulate the most generic multidirectional pe-
riodic flow, a domain consisting of a cluster of idealized cells was
�mathematically� constructed such that a spatially periodic flow
could be simulated where the incoming velocity has equal com-
ponents in all directions with respect to the pore-window planes.
It is felt that such velocity direction represents the “average” ori-
entation of the windows with respect to the incoming flow. This
procedure generates a computational domain comprised of two
consecutive interconnected cells in each direction of X, Y, and Z
with three pore windows as periodic sections in each direction
�see Fig. 1�b��.

3 Governing Equations and Numerical Method Setup

3.1 Governing Equations and Discretization Method. The
integral form of the conservation equations for mass, momentum,
and energy for an arbitrary fixed control volume ��R3, of vol-
ume V bounded by a piecewise smooth boundary ��, with unit
normal vector n̂ pointing outward, occupied by an incompressible
Newtonian fluid are, respectively, given by

� V · n̂dS = 0 �3�

Dw

HD p

H
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(b)
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Fig. 1 „a… CAD images showing the unit-cube model †3‡; de-
tailed dimensions of the unit-cube cell geometry. „b… Computa-
tional domain for an idealized SVP foam with ε=0.80.
��
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�
�

��tVdV +�
��

���VV� − ����V� + ��V�T�� · n̂dS = −�
��

Pn̂dS

�4�

�
�

��tTdV +�
��

��VT� · n̂dS −�
��

n̂ · � k

Cp
� T	dS = 0 �5�

here � is the density, � is the viscosity, k is the heat diffusion
oefficient �conductivity�, Cp is the specific heat, P is the relative
ressure, V is the velocity vector, T is the absolute temperature,
S is the surface differential, and dV is the volume differential.
lease note that for an incompressible flow, the cross-diffusion

erm is zero by virtue of continuity,

�
��

��V�T · n̂dS =�
�

�T�� · V�dV = 0 �6�

ince in the finite-volume method, mass is conserved for each
ontrol volume �. To conserve mass strongly, the cross-diffusion
erm is enforced to zero when solving the integral equations
umerically.

Equations �3�–�5� are solved using an in-house parallel code
PARTISUN� �11�. PARTISUN is developed using an implicit, coupled,
nstructured finite-volume method and is based on a single-
nstruction-multiple-data �SIMD� parallelization model �within
he PETSC framework �12�� to exploit the maximum capability of a
luster of distributed-memory machines. An inexact Jacobian
ewton–Krylov �iJNK� method was used in conjunction with the
onlinear iterations to accelerate the nonlinear convergence in
ach time step. The convection term is implicitly modeled using a
rst-order upstream difference scheme �UDS� and explicitly cor-
ected to higher order using a deferred-correction technique �13�.
n this work, a second-order central difference scheme is selected
s the higher-order scheme. The details of the discretization
ethod, parallel implementation, and iJNK technique may be

ound in Ref. �11� and are omitted here for brevity.

3.2 Boundary Conditions. All boundary conditions are im-
osed implicitly �11�. A no-slip boundary condition is applied at
ll walls, i.e., V=0, and pressure is extrapolated from inside the
omain. A constant wall-temperature condition is imposed on the
emperature field.

A flow specified periodic boundary condition method similar to
hat proposed in Ref. �14� is implemented at the periodic inflow
nd outflow windows in each direction, using the velocity vector
t the reference section in that direction as a reference �see Fig.
�b��,

Vi,inj
= Vi,rj

− �Ub,inj
− Ub,rj

�n̂j �7�

ere index i loops over the control surfaces at the inflow section
nj and their counterparts at the reference section rj, index j indi-
ates the normal window directions, here X, Y, and Z, n̂ is the unit
ormal vector of the section pointing outward, Ub,inj

is the normal
omponent of the bulk inflow velocity that satisfies the mass flow
ate at the windows in the jth direction, and Ub,rj

is the normal
omponent of the bulk velocity at the reference section in the jth
irection. Note that due to the direction of the normal vectors at
he inflow and reference sections, a negative sign appears between
he first and second terms on the right-hand side of Eq. �7�. This

ethod automatically preserves a multidirectional flow condition
t each inflow window by conserving the size of the velocity
omponents parallel to that window, copied from the reference
ection. For more information, the reader is referred to Ref. �14�.

Using Eq. �7�, only the normal component of the bulk inflow
elocity is required to impose the boundary condition at the inflow
ection. The normal component of the bulk inflow velocity vector
t each inflow window is calculated by solving a conservation of

ass equation for a unit-cube cell,

ournal of Heat Transfer
Ub,inj
=

Ab

Aw
Vext · n̂j =

4�2

�1 − �2��
Vext · n̂j �8�

where Vext=��Vint is the extrinsic velocity, Ab is the blockage
area, Aw is the pore-window area, and � is the cell ratio �see Eq.
�1��. The intrinsic velocity Vint in Eq. �8� is determined from the
following equation by setting the cell-based Reynolds number
ReH:

ReH =
�VintH

�
�9�

where Vint is the magnitude of the intrinsic velocity vector Vint. In
this study, a flow with equal velocity components in each direc-
tion is of interest, i.e.,

Vint =
�ReH

�H
�


3

3
�î + ĵ + k̂� �10�

A constant wall temperature of Tsf=450 K and a bulk inflow
temperature of Tb,in=300 K are imposed in all simulations. The
fully developed temperature field does not periodically repeat in
each cell. However, a constant wall temperature, combined with a
fully developed flow, implies periodic behavior in the thermal
process. This periodic behavior is the basis of a thermal periodic
boundary condition developed by Karimian and Straatman �14�
and implemented in this work. Implementation details of the pe-
riodic boundary conditions can be found in Ref. �14�.

4 The Simulations
Simulations are carried out for a wide range of internal geom-

etries, pore-level flow regimes, and fluid types. In order to have
the optimum number of simulations with affordable computational
cost, a proper selection of parameters as well as their variation
range is necessary.

The internal structure of an idealized SVP foam is characterized
by a length-scale, usually pore diameter Dp, and the porosity of
the foam �10�. The pore diameter in a real graphitic foam can
range from 150 �m to 800 �m, and the porosity in the real foam
ranges 75%���90% �4�. In this study the pore diameter of the
unit-cube cell is fixed to 450 �m, and grids for various internal
structures are generated for porosities of �=0.75, 0.80, 0.85, and
0.90.

A cell-based �pore-level� Reynolds number is defined herein
based on the cell size H and is expressed by Eq. �9�. Flow regimes
ranging from creeping flow up to strong inertia flow are of interest
in this study. The upper limit of the cell-based Reynolds number is
determined by continuing the simulations for each porosity by
increasing the cell-based Reynolds number until instability occurs
in the flow field. The results of the simulations show that 0.1
�ReH�95 is a suitable range for the porosities considered. Three
different fluid types, air, Freon-12, and water, are used in the
simulations to cover a range of Prandtl numbers of 0.706�Pr
�5.83 for the heat transfer models.

To ensure that the solutions were grid independent, simulations
were conducted in computational domains with 340,000 and
790,000 control volumes at Reynolds number of 95. The results
showed changes in the average Nusselt number of less than 1%
and changes in the overall pressure drop of less than 2%. As such,
all subsequent computations were run on a grid of 340,000 cells.
This grid has a wall-grid size of 	w /Dp=4 /450 and smooth varia-
tions across the computational domain with a maximum-to-
minimum edge size ratio of 	max /	w�3. To achieve a fully de-
veloped periodic flow field, a time-marching iteration was
performed in each simulation until a maximum steady-state re-
sidual of 
st=10−5 was reached. At each time step, a nonlinear
iteration was performed until a maximum nonlinear iteration of
nmax=10 or a maximum nonlinear residual of 
=10−4 was

reached.
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288 simulations were performed for a combination of the
bove-mentioned parameters. All simulations were performed us-
ng 32 or 48 processors on a cluster of distributed-memory ma-
hines �15�, with 32 nodes interconnected by a low latency Myri-
et G2 network. Each node is a Quad-Processor machine of AMD
pteron 2.20 GHz with 8 Gbytes of random access memory

RAM�.
Figure 2�a� shows the streamlines in an X-Y plane for Re=40 in

he pores of a foam with a porosity of �=0.80. The colors of the
arkers indicate the variation in the temperature field. Figure 2�b�

hows the temperature field on a plane parallel to the flow direc-
ion. The periodicity of the flow and temperature field is clearly
bserved in these figures. It can be seen that while the flow ab-
orbs heat from the walls and the bulk temperature in the cells
ownstream is increased, a periodic condition prevails in the tem-
erature field.

Hydraulic Model
For a multidirectional periodic flow with equal velocity com-

ig. 2 The results of the simulations for the case of ε=0.80,
ith Re=40: „a… two-dimensional streamlines in an X-Y plane.
olors of the markers indicate the local flow temperature. „b…
emperature field in a plane parallel to the flow direction.
onents in a homogeneous periodic pore structure, where the flow
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is assumed to be steady at the pore level, the macroscopic pressure
gradient is expected to be comprised of identical components in
all directions,

�P = −
	P

H
�î + ĵ + k̂� �11�

where �P is the macroscopic pressure gradient, 	P is the pressure
drop between the inflow and outflow windows of a unit-cube cell
in one direction, and H is the unit-cube cell size. The maximum
difference in the value of the cell-based pressure drop, 	P, ob-
tained from the results of the simulations for all four unit-cube
cells in all three directions �X ,Y ,Z� at each Reynolds number is
less that 4%. An average of the 12 values �in three directions of
four cells� is selected for 	P at each Reynolds number.

In the case of multidirectional flow in a spherical-void-phase
foam, the solid phase is similar to a network of obstacles in a flow
field. Therefore, a hydraulic model based on drag forces is
deemed to be suitable for this type of porous media. It is worth
mentioning that while drag models are not new concepts �16�,
they have only recently become of interest due to their application
in modeling high-porosity open cell metal foams �see, for ex-
ample, Ref. �17��. In this work, a hydraulic model is developed
based on the analogy of bluff body drag forces.

5.1 Solid-Body Drag Model. The cell-based pressure drop
	P between two consecutive pore windows �sections� of a cell in
one direction �see Fig. 1�b�� can be normalized using the unit-
cube cell size H and the extrinsic velocity Vext,

�H = −
	P

H

H2

�Vext
�12�

Figure 3 shows the normalized pressure drop calculated from the
results of the simulations as a function of the cell-based Reynolds
number ReH defined by Eq. �9� for the range of porosities consid-
ered in this work. The normalized pressure drop can be modeled
using an extended permeability model in the form of

�H = a��� + b���ReH �13�
The solid lines in Fig. 3 show the linear models for each porosity.
It is our goal in this work to determine a generic form for the
functions a��� and b��� for a range of 0.75���0.90. For a mul-
tidirectional flow in an idealized SVP foam with a velocity vector
similar to that expressed by Eq. �10�, the internal structure of the

Re

Π
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60

90
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0.75 (linear model)
0.80
0.80 (linear model)
0.85
0.85 (linear model)
0.90
0.90 (linear model)

H

H

ε =

ε =
ε =
ε =
ε =
ε =
ε =
ε =

Fig. 3 Normalized pressure drop �H versus cell-based Rey-
nolds number ReH for the range of 0.75�ε�0.90
foam can be imagined as a network of interconnected solid bodies
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f diamond shape �see Fig. 4�. To calculate drag forces, a simple
rag model is used herein,

CD =
�F�

0.5�Vint
2 Afs

= ARed
−1 + B �14�

here CD is the drag coefficient, F is the total drag force exerted
y fluid flow on the unit solid body, Red is the pore-level Rey-
olds number based on the unit solid-body length-scale d, which
s the model length-scale herein, A and B are model constants, and
fs is the fluid-solid interface area �3�,

Afs = �Dp
2�3� − 2� �15�

ere, � is the cell ratio as defined by Eq. �1�. The total drag force
can be calculated by solving the momentum equations for a

eriodic cubic shape control volume surrounding the unit solid
ody. Note that due to the periodicity of the flow and the solid
tructure, the drag force exerted on a unit solid body is equal to
he drag force exerted on the walls of a unit-cube cell. Therefore,

F = − �	PAw��î + ĵ + k̂� or �F� = − 
3	PAw �16�

ere, 	P is the cell-based pressure drop and Aw is the pore-
indow area, which, using Eq. �2�, can be determined by the

elation

Aw =
�Dw

2

4
=

�

4
Dp

2�1 − �2� �17�

Due to the complex geometry of the unit solid body �Fig. 4�, the
efinition of the model length-scale d is not clear. For the sake of
he generality of the model, d is left as an unknown that is to be
etermined as a result of the modeling. Using Eqs. �15�–�17�, Eq.
14� can be rewritten as

−
	P�1 − �2�

�Vint
2 �3� − 2�

= A
�

�Vintd
+ B �18�

X
Y

Z

ig. 4 A unit solid body of an idealized SVP foam with ε
0.80
f we define the model normalized length-scale D as

ournal of Heat Transfer
D =
d

Dp
�19�

and the cell passability factor � as

� =
�1 − �2��

3� − 2
�20�

we can rewrite Eq. �18� using the definition of the normalized
pressure drop �Eq. �12�� to have

�H = �−1�AD−1 + �−1BReH �21�
Therefore,

a = �−1�AD−1 and b = �−1B �22�
Note that the cell passability is a ratio of the pore-window

surface area to the fluid-solid interface area of a cell times poros-
ity. As shown in Fig. 5, this factor increases significantly with
porosity and thus is directly related to the permeability of the
foam. The variation in the inertia coefficient b versus �−1 in Fig.
6�a� indicates that B in Eq. �21�, the hydraulic model, is in fact a
constant with a value of B=0.293.

To complete the hydraulic model, the value of A in Eq. �21� and
a closure form for the model normalized length-scale D must still
be determined. It is assumed herein that the model normalized
length-scale D is a function of the normalized equivalent particle
diameter DE defined as

DE =
6Vs

DpAfs
=

6�1 − ���3

��3� − 2�
�23�

Here, Vs is the volume of the unit solid body or the solid-phase
volume of the unit-cube cell. The value of a��−1 �see Eq. �22�� is
plotted versus the normalized equivalent particle diameter DE in
Fig. 6�b�. A curve fitting process shows that

a�

�
= AD−1 = 17.8�DE�−0.44 �24�

and therefore,

A = 17.8 and D = �DE�0.44 �25�
This equation is a closure for the hydraulic model,

�H =
17.8�

�
�DE�−0.44 +

0.293

�
ReH �26�

The predicted pressure loss by this model is within 7% of the

ε

λ

0.7 0.75 0.8 0.85 0.9 0.95
0
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Fig. 5 Variation in the cell passability versus porosity
pressure loss computed by the numerical solution.
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5.2 Real Foam Calibrations. Straatman et al. �5� performed
xperimental measurements of hydraulic loss and convective heat
ransfer in four different graphitic foam specimens. Table 1 shows
he physical properties of the foams tested in Ref. �5�. A higher
ressure loss, with a similar trend, compared to that of the numeri-
al simulations performed herein is observed in their measure-
ents. We suggest that it is the effect of the deviations in the

nternal structure of the real foam from the idealized geometry
hat is mainly responsible for such higher pressure loss in the real
oam. The internal structure of the real foam is not as homoge-
eous, and the cell windows in the real foam are not as perfectly
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ig. 6 „a… Inertia coefficient and „b… the Darcy term for the
ange of 0.75�ε�0.90

able 1 Summary of properties for the graphitic foam speci-
ens tested in Ref. †5‡

pecimen
Porosity

�%�
Average pore diameter

��m�

19-3 86 350
19-3-3 88 400
18-3 88 400
OCO™ 82 500
52602-6 / Vol. 131, MAY 2009
open as those in idealized SVP foam. To calibrate the idealized
hydraulic model, Eq. �26�, for a real foam, two calibration param-
eters are introduced herein: blockage ratio r, which reflects the
effect of size of the interconnect windows in the real foam, and
the size factor �, which reflects the effect of the inhomogeneity of
the real foam on the hydraulic behavior.

For a fixed extrinsic velocity, the pore-level flow rate changes
as the pore-window diameter Dw and the cell size H vary �see Eq.
�8��. In other words, the pore-level flow “sees” the world outside
through the interconnected pore windows. As opposed to the ide-
alized SVP foam, for a given porosity and pore diameter, pores in
a real foam can have various pore-window diameters. A smaller
pore-window diameter will cause a higher pore-window velocity
and thus a higher local shear stress. This effect can be more sig-
nificant at higher flow rates.

In a flow with an extrinsic velocity of Vext, the average pore-
window velocity ūw for a real foam with an average pore-window

diameter of D̄w is

ūw =
4VextH

2

�D̄w
2

�27�

If instead of the average pore-window diameter D̄w, the pore-
window diameter of an idealized geometry Dw with a similar po-
rosity and pore diameter is used,

ūw =
4Vext,aH2

�Dw
2 �28�

Here, Vext,a is the artificial extrinsic velocity, i.e., the extrinsic
velocity that the pore-level flow in a real foam sees in the frame-
work of the idealized hydraulic model. Hence, this is the extrinsic
velocity that must be used in the idealized hydraulic model to
predict the hydraulic loss in a real foam. If we define the foam
blockage ratio r such that

1 − r =
D̄w

Dw
�29�

using Eqs. �27� and �28�,

Vext,a =
Vext

�1 − r�2 �30�

Vint,a =
Vint

�1 − r�2 �31�

where Vint,a is the artificial intrinsic velocity that must be used in
the idealized hydraulic model for a real foam. From Eqs. �30� and
�31�, we can find the artificial Reynolds number ReH,a and the
artificial normalized pressure drop �H,a as

ReH,a =
ReH

�1 − r�2 �32�

�H,a =
�H

�1 − r�2 �33�

respectively.
For an inhomogeneous foam that has a wide range of pore-

window shapes, the shape and the length-scale of the unit solid
body are different from those of the idealized SVP foam. There-

fore, it is the average solid-body length-scale D̄ that must be used
in the idealized hydraulic model for a real foam. If we define the
foam solid-phase size factor � as

� =
D̄

D
�34�

and substitute Eqs. �32�–�34� into Eq. �26�, we will have the cali-

brated hydraulic model for the real foam,
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�H =
17.8�

���1 − r�2 �DE�−0.44 +
0.293

��1 − r�4ReH �35�

The two calibration factors, i.e., foam blockage ratio r and
oam solid-phase size factor �, vary for different graphitic foams.
hese two factors indicate how close the internal structure of a GF

s to that of the idealized SVP foam. For an idealized geometry,
=0.0 and �=1.0. Table 2 shows the calibration factors calcu-
ated for the foams tested in Ref. �5�. Graphitic foams with a
arger pore diameter and porosity have a slightly smaller blockage
atio and a closer solid-phase length-scale to that of the idealized
VP foam. Figure 7 compares the pressure drop predicted by cali-
rated models to the experimental measurements of Straatman et
l. �5�. The predicted pressure drops are within 10% of that of the
xperimental measurement. The largest deviations appear in very
ow Reynolds numbers, where the uncertainty of both experimen-
al measurements and numerical calculations could be relatively
igh.

While higher pressure drop, as seen in real foams, would seem
o indicate a larger solid-phase length-scale, in reality, the solid-
hase size factor � appears to be smaller than 1. This is basically
ecause a smaller pore window indicates thicker ligaments, more
niform local mass distribution, and less mass concentration
here the ligaments interconnect, whereas the unit solid-body ge-
metry shown in Fig. 4 can be characterized by ligaments with
ess thickness in the middle and more mass concentration at the
wo ends. A more uniform mass distribution in real foams, on one
and, means a smaller size of concentrated mass �solid body� and,
herefore, a smaller length-scale in the framework of a solid-body
rag model, which can be interpreted to a smaller solid-phase size

able 2 Hydraulic model calibration factors calculated for the
raphitic foam specimens tested in Ref. †5‡

pecimen
Blockage
ratio r Solid-phase size factor �

19-3 60% 0.50
19-3-3 62% 0.53
18-3 52% 0.44
OCO™ 49% 0.56

Re
0 10 20 30 40

200

300

400

500

600

700

800

219-3 - exp.
219-3 - model
219-3-3 - exp.
219-3-3 - model
218-3 - exp.
218-3 - model
POCO - exp.
POCO - model

Π

H

H

ig. 7 Normalized pressure drop �H versus cell-based Rey-
olds number ReH for real foams: experimental measurements

ompared to the calibrated model

ournal of Heat Transfer
factor. On the other hand, it indicates smaller openings in the
internal structure of the foam, which is predicted by a larger
blockage ratio.

6 Convective Heat Transfer Model
For fully developed flow in a homogeneous porous media, the

value of the pore-level convective heat transfer coefficient is in-
dependent of the size of the porous medium �9�. The cell-based

convective heat transfer coefficient for periodic flow in a cell, h̄c,
is calculated herein based on the logarithmic temperature differ-
ence �18�. This coefficient is calculated under thermal nonequilib-
rium conditions �9� and, as defined in Ref. �14�, for a constant
wall-temperature condition. For the thermal nonequilibrium con-
dition to prevail, only the results of the simulations for flow with
high Peclet numbers �Pe�1� are considered. Moreover, the model
has an asymptotic term that provides more flexibility to the model
in order to cover a wider range of geometry and flow parameters.

6.1 Nonzero Asymptotic Heat Transfer Model. Similar to
the model length-scale d described in Sec. 5, it is assumed here
that the model length-scale d is an unknown that is to be deter-
mined as a result of modeling. Therefore, the pore-level Nusselt
number Nud is defined as

Nud =
h̄cd

k
= NuH

D

�
�36�

where k is the heat diffusion coefficient of the fluid and D
=d /Dp. Similarly, the pore-level Reynolds number Red is defined
as

Red = ReH
D

�
�37�

where ReH is the cell-based Reynolds number defined by Eq. �9�.
A general form of the Nusselt number as a function of the Prandtl
number, the Reynolds number, and the pore structure can be de-
fined as

Nud = Prm�a + bPrnRed
s� �38�

Here, Pr is the fluid Prandtl number, a and b are model constants,
m and n describe the exponential dependence of the model to the
fluid type, and s indicates the exponential dependence of the
model to the flow regime. The first term in the right-hand side of
the model shows the asymptotic behavior of the model at very low
Peclet numbers and covers the molecular diffusion at the pore
level. Substituting Eqs. �36� and �37� into Eq. �38� results in the
general form of the model,

NuH = a�D

�
	−1

Prm�1 +
b

a
�D

�
	s

PrnReH
s  �39�

It is our goal herein to determine the constants a and b, the expo-
nents m, n, and s, as well as the form of the function for the model
normalized length-scale D��� in the above model.

In Fig. 8, the variation in the cell-based Nusselt number NuH
with the cell-based Reynolds number ReH is shown for the case of
Freon-12 and the range of porosities 0.75���0.90. A curve fit-
ting process on the resulting data for the three fluids of air, Freon-
12, and water shows that a model with parameters m=0.130, n
=0.114, and s=0.6 is an optimum selection with a maximum de-
viation of 6.08% from the simulation data.

In order to determine the values for the constants a and b and
the form of the model normalized length-scale function D���, let
us assume a general form for the normalized length-scale D based
on the normalized equivalent particle diameter DE,

D = DE
t �40�
Moreover, let us define model parameters X��� and Y��� as
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espectively. Curve fittings shown in Figs. 9�a� and 9�b� indicate
hat a=3.23, b=0.282, and t=0.716. This closes the convective
eat transfer model,

NuH = 3.23�D−1Pr0.130 + 0.282�0.4D−0.4Pr0.244ReH
0.6 �43�

here D=DE
0.716. In Fig. 10, the above model �solid line� is com-

ared to the simulation data for the case of Freon-12.

6.2 Real Foam Calibrations. Similar methodology used in
ec. 5.2 can be implemented here to calibrate the idealized heat

ransfer model for a real foam. In addition to the parameters in-
roduced in Sec. 5.2, it is necessary to introduce a new parameter
o characterize the accessibility of the internal surface of the real
oam compared to that of the idealized geometry. Due to the varia-
ion in pore-window diameter in real foams, the fluid-solid inter-
ace of the pores are not uniformly and equally accessible to the
uid flow. In many cases, a large portion of the internal surface of
real foam is not accessible to the fluid flow. This deficiency has
significant effect on the size of the pore-level length-scale. If the

ctual accessible internal surface area of a real Āfs is used in the
efinition of the cell-based Nusselt number, we will have the av-
rage Nusselt number of the foam NuH. The average Nusselt num-
er of the foam in the framework of the idealized geometry can be
iewed as

NuH = �−1NuH �44�

here the foam accessibility factor � is defined as

� =
Āfs

Afs
�45�

The accessibility factor of a foam indicates the accessibility of
he internal surface area of the foam to the fluid flow and its
ffectiveness in exchanging heat between the solid and fluid
hases compared to the idealized SVP foam. For a real foam, it is
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ell-based Reynolds number ReH for the range of 0.75�ε
0.90
he average Nusselt number NuH that must be used together with
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the average normalized length-scale D̄ and the artificial Reynolds
number ReH,a in the heat transfer model of Eq. �43�,

NuH = 3.23�D̄�−1�Pr0.130 + 0.282�0.4D̄�−0.4�Pr0.244ReH,a
0.6 �46�

By substituting Eqs. �32�, �34�, and �44� in Eq. �46�, the heat
transfer model for the real foam, in the framework of the idealized
geometry, is obtained,

NuH = 3.23����D��−1�Pr0.130

+ 0.282��0.4��D��−0.4�Pr0.244� ReH

�1 − r�20.6

�47�

where D=DE
0.716. The blockage ratio r of a foam is a 0 structural

property that does not vary from the hydraulic model to the heat
transfer model. The solid-phase size factor �, on the other hand, is
a parameter that varies with the length-scale of the model. There-
fore, it is different in the hydraulic and heat transfer models.

Table 3 shows the solid-phase size factor � and the accessibility
factor � of the graphitic foams, determined using a curve fitting
shown in Fig. 11 on the experimental measurements of Straatman
et al. �5�. One of the factors contributing to the significant differ-
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Fig. 9 Plot of heat transfer model parameters, „a… X„ε… and „b…
Y„ε…, versus the normalized equivalent particle diameter DE
ence between experimental measurements and the idealized heat
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ransfer model, leading to relatively large solid-phase size factors
nd extremely low accessibility, is the fact that the experimental
easurements are performed in relatively low Reynolds number
ow regimes �1.6�ReH�33.5�. As mentioned in Ref. �9�, the
ncertainty of experimental measurements, as well as the numeri-
al computations, of heat transfer increases as the Reynolds num-
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able 3 Heat transfer model calibration factors calculated for
he graphitic foam specimens tested in Ref. †5‡

pecimen Solid-phase size factor �
Accessibility

factor �
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ig. 11 Cell-based Nusselt number NuH versus cell-based
eynolds number ReH for real foams: experimental measure-

ents compared to the calibrated model

ournal of Heat Transfer
ber decreases. Moreover, the accuracy of the idealized model in
low Reynolds numbers depends highly on the accuracy of the
extrapolated asymptotic term. This also contributes to the high
uncertainty.

Nevertheless, a large size factor in real foams indicates that the
internal surface of several large portions of the real foam is not
effectively accessible to the thermofluid flow, and, therefore, these
portions of the foam are “seen” as a solid lump by the thermofluid
flow. This is consistent with a very low accessibility in the real
foam. While an extremely low accessibility means that a signifi-
cant portion of the internal surface of the foam is not “effectively”
accessible to the flow, it should not necessarily be interpreted as
an extremely large amount of physically inaccessible internal sur-
face of the foam. There are many other factors in the real foam
that can cause low accessibility, such as the distance of the acces-
sible internal surface from the heat source/sink and the local ef-
fective conductivity of the foam. In other words, when a physical
irregularity appears in a real foam, it can cause many forms of
deficiency: closed interconnect pore windows, large hollow vol-
umes inaccessible to the flow that can act as an insulator with
nearly zero local effective conductivity, etc. Moreover, the dis-
tance of such irregularities to the heat source/sink can have a
significant impact on the accuracy of the model used for equiva-
lent microfin efficiency �see Ref. �5� for more details on this fac-
tor�. In such cases, heat is forced to travel a much longer path to
be removed by the fluid flow. Therefore, a relatively small local
physical irregularity can have a much larger influence on the heat
transfer process, which is reflected by the accessibility factor.

7 Thermal Dispersion
As a part of thermal closure model, thermal dispersion is often

used as an augmentation to the macroscopic, convective, and/or
conductive heat transfer. Thermal dispersion is a numerical arti-
fact that results from performing the volume averaging operation
over the conservation equations. Using the dispersion-particle-
based model �16�, the steady-state volume-averaged energy equa-
tions for solid and liquid phases in a periodic geometry can be
written as

uint · ��T� f = �DJ f + �IJ�:���T� f +
Afshsf

�Cp∀ f
�Tsf − �T� f� �48�

0 = �s�
2Ts �49�

− ks � Ts = hsf�Tsf − �T� f� on Afs �50�

Here uint is the intrinsic velocity vector,

u� int =

3

3
Vintî +


3

3
Vint ĵ +


3

3
Vintk̂ �51�

and Vint is the intrinsic velocity, �T� f is the fluid volume-averaged

temperature, DJ f is the flow thermal dispersion, Afs is the internal
surface area, hsf is the interstitial heat transfer coefficient, which is
determined by the convective heat transfer model �Eq. �43��, ∀ f is
the unit-cell fluid volume, ∀ f =�H3, Tsf is the wall temperature, �s
is the solid-phase diffusivity, ks is the solid-phase conductivity, Ts
is the solid-phase temperature, and ��T� f is determined by �16�

��T� f =�
Ae

Tn̂dS �52�

where the integral is over the inflow and outflow windows of a
unit-cube cell �Ae�, n̂ is the surface unit normal vector, and dS is
the surface differential.

For a unit-cube cell of a size of hundreds of micrometers, with
high solid-phase conductivity, it is suitable to assume that the
variation in temperature in the solid phase is insignificant com-

pared to that in the fluid phase,
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herefore, for periodic thermofluid flow in a unit-cube cell, the
nergy equations can be reduced to

uint · ��T� f = �DJ f + �IJ�:���T� f +
Afshsf

�Cp∀ f
�Tsf − �T� f� �54�

Ts = Tsf �55�
For a periodic flow with equal velocity components in all di-

ections,

��T� f = �T́

T́

T́
� and � ��T� f = �T̋ T̋ T̋

T̋ T̋ T̋

T̋ T̋ T̋
� �56�

t is customary, however, to select a coordinate system with its X
xis along the flow direction. The following transformation matrix
s used to transform the volume-averaged variables into a coordi-
ate system of a unidirectional flow field:

�

3

3


3

3


3

3


12 + 6

12


12 − 6

12
−

2
12

12

−

12 + 6

12
−


12 − 6

12

2
12

12

� �57�

e also assume that in a coordinate system with its X axis parallel
o the flow direction, the thermal dispersion tensor is diagonal,

.e., DJ f =D�IJ. The velocity field in this coordinate system is

u� int = Vintî �58�

nd the gradient and Hessian of the volume-averaged temperature
or a unit-cube cell are expressed as

��T� f = 
3T́î �59�

���T� f = 
3T̋�îî + î ĵ + îk̂� �60�

n the new coordinate system, the volume-averaged energy equa-
ion is

Vint�x�T� f = �D� + � f��x�x�T� f +
Afshsf

�Cp∀ f
�Tsf − �T� f� �61�

he goal herein is to solve Eq. �61� for D� using the results of
imulations.

The results of the simulation for the range of porosities 0.75
��0.90 and for two fluids of water and Freon-12 are used to

tudy the effect of the fluid type and pore-level structure of ther-
al dispersion. Having �T� f, ��T� f, and ���T� f for a unit-cube

ell, Eq. �61� is solved for D�. Figure 12 illustrates the variation in
ormalized thermal dispersion D� /� f with pore-level Reynolds
umber for the upper and lower limits of porosity.

In most works, such as that of Calmidi and Mahajan �8�, the
hermal dispersion is modeled as a linear function of the Peclet
umber. However, it can be seen in Fig. 12 that starting from a
odel for the interstitial heat transfer for SVP foams based on the

og-mean temperature �9,14�, a linear function is not a suitable
pproximation for GF with low porosity. Furthermore, Fig. 12�b�
ndicates that a linear model, as suggested for reticulated metals
y Calmidi and Mahajan �7,8�, can predict the thermal dispersion
n high-porosity GF, where the structure of the foam is more simi-
ar to that of low-porosity reticulated metals. For lower-porosity

oams, it may be necessary to adopt the approach of Nakayama et

52602-10 / Vol. 131, MAY 2009
al. �19�, wherein an additional transport equation is solved for a
dynamic coefficient relating the local fluctuating temperature to
the volume-averaged temperature gradient.

8 Summary
A set of simulations of the multidirectional pore-level thermo-

fluid flow in spherical-void-phase porous media has been carried
out to better understand the hydraulic and thermal behavior of the
flow. A flow field with equal intrinsic velocity components in all
directions is assumed in the simulations to represent a statistically
average orientation of the flow with respect to the pore windows
in a real foam.

A permeability model was developed for the interconnected
spherical void geometry based on a solid-body drag formulation,
and a nonlinear extension was added to the model for high inertia
flow regimes. The resulting model is within 7% of the measure-
ments of the numerical simulations. By introducing two calibra-
tion factors, the foam blockage ratio r and the solid-phase size
factor �, the hydraulic model was calibrated using the available
experimental data of graphitic foams �5�.

The pore-level Nusselt number for a cell was calculated based
on the log-mean temperature difference. A nonzero asymptotic
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Fig. 12 Normalized thermal dispersion D¸ /�f versus pore-level
Reynolds number ReH: „a… ε=0.75 and „b… ε=0.90
convective heat transfer model was developed, where the nonzero
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symptote represents the conduction heat transfer at very low
peed flow regimes. The resulting model is within 6.5% of the
umerical measurements for the range of fluid flow parameters
nd porosity considered. An additional calibration parameter, the
oam accessibility factor �, was introduced to calibrate the model
or real foams. The calibration process showed that real GF has
xtremely low accessibility and large solid-phase size factor com-
ared to the ideal geometry model, which is likely due to the
resence of inaccessible chunks of foam near the heat source/sink
n the measured specimens.

The results of the simulations were also used to determine a
hermal dispersion matrix based on the volume-averaged energy
quation for the consecutive cells in each direction. A complex
ehavior was observed for the thermal dispersion in SVP foams.
his suggests that a simple linear model based on the Peclet num-
er, as proposed by others for highly porous metal foams �e.g., see
ef. �8��, cannot accurately predict the thermal dispersion behav-

or in SVP foams.
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Effect of Loss of Blowing Agents
on Thermal Insulation Properties
of Polystyrene Foams
This paper presents a numerical study to characterize the effect of loss of blowing agents
on the thermal insulation properties of polystyrene foams. In this study, a transient
cell-to-cell diffusion model is developed to predict the loss of the blowing agents. The Mie
theory is used to quantify the radiative conductivity. A cubic-series-parallel approach in
analogy with electric circuits is employed to acquire the thermal conductivity of the
gas-polymer matrix. The effects of foam morphology and blowing agent type on the loss
of blowing agents and the resulting thermal insulation properties of polystyrene foams
are examined. �DOI: 10.1115/1.3013830�

Keywords: thermal insulation properties, polystyrene foams, loss of blowing agents, ra-
diative conductivity, cell-to-cell diffusion
Introduction
Polymeric foams are often used for thermal insulation �1�. The

lowing agent with high insulating property can be well retained
n the insulation foam through controlling the melt and die tem-
erature properly during the manufacturing process �2–4�. Never-
heless, over time, the blowing agent initially retained in the voids
ill effuse whereas the surrounding gas will infuse. Apparently,

he loss of blowing agent with lower thermal conductivity will
iminish the thermal insulation capacity of the polymeric foams
nd furthermore, may contribute to stratospheric ozone depletion.
o reduce insulation costs and improve energy efficiency, it is
ssential to understand the variation in thermal insulation proper-
ies of polymeric foams as the blowing agent decays. Therefore,
his paper conducts a numerical study to elucidate the loss of
lowing agents in polystyrene foams and then estimates the result-
ng thermal insulation properties. The estimated data are com-
ared to the published experimental data �5�.

Skochdopole demonstrated that the effect of free convection
ithin cells was negligible for cells under 4 mm in diameter �6�.
ence, the thermal conductivity of fine-celled foams consists
ainly of conduction through the polymer matrix and conduction

hrough the gas inside the cells and thermal radiation. The gaseous
onductivity depends on the composition of the trapped gas,
hich varies with time due to the infusion of atmospheric gases

nd effusion of the blowing agent. The solid and radiative con-
uctivities depend on the cellular structure of the foam. Conse-
uently, both the gas components in each cell and the cell mor-
hology govern the thermal insulation properties of the foam.

Thermal transport inside polymeric foams was studied by Vo
nd Paquet �5�, Booth �7�, Biedermann et al. �8�, Wu et al. �9�,

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received February 8, 2008; final manuscript re-
eived September 22, 2008; published online March 19, 2009. Review conducted by

amal Seyed-Yagoobi.

ournal of Heat Transfer Copyright © 20
Ostrogorsky et al. �10�, Leach �11�, Caps et al. �12�, Tseng et al.
�13�, Wong and Hung �14�, and Coquard and Baillis �15�. The
radiative transfer of polymeric foams was investigated by Glicks-
man et al. �16�, Kuhn et al. �17�, and Doermann and Sacadura
�18�. Effusion of blowing agents from polymeric foams was re-
searched by Yang and Lee �19�, Pilon et al. �20�, Briscoe and
Savvas �21�, Alsoy �22�, Booth et al. �23�, Bhattacharjee et al.
�24�, Shankland �25�, Tant and Wilkes �26�, Ruiz-Herrero et al.
�27�, Quoc et al. �28�, Griffiths et al. �29�, Takeno et al. �30�,
Hanssen �31�, and Gandel’sman et al. �32�. In addition, relevant
research in metallic foams and glass foams has been conducted by
Varady and Fedorov �33�, Krishnan et al. �34�, Ghosh �35�, Chen
and Jaluria �36�, Liu and Liu �37�, and An et al. �38�. Neverthe-
less, few publications have synthesized these three topics by pre-
dicting the thermal insulation properties of polymeric foams with
the loss of blowing agents.

In this paper, a theoretical model is developed to characterize
the thermal insulation performance of polystyrene foams with loss
of physical foaming agents. For the determination of radiative
conductivity, each cell is considered to be a pentagonal dodecahe-
dron consisting of plateau borders and cell walls. The Mie theory
is used to quantify the extinction and scattering of each single
plateau border and cell wall, and then the results are extended to
the entire foam morphology. To determine the loss of blowing
agents, a transient cell-to-cell diffusion model is developed, which
assumes that the polymeric foams are made up of stacked and
juxtaposed cubic unit cells. A cubic-series-parallel approach in
analogy with electric circuits is applied to estimate the thermal
conductivity of gas-polymer matrix. As a result, the thermal insu-
lation properties of the polymeric foams with the loss of blowing
agent can be understood.

2 Modeling and Methodology
Based on the law of conservation of energy, the total heat flux

through the polymeric foam is equal to the sum of the radiative

heat flux and conductive heat flux. Radiative heat flux can be

MAY 2009, Vol. 131 / 052603-109 by ASME
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escribed by an integrodifferential equation, which reduces to a
iffusive equation for optically thick media �39�. The conductive
eat flux can be determined by using Fourier’s law. Thus, the total
hermal conductivity of the polymeric foam is equal to the radia-
ive conductivity plus the thermal conductivity of gas-polymer

atrix.

2.1 Radiative Conductivity of Polymeric Foam. The radia-
ive conductivity is approximated using the Rosseland equation.
he Rosseland mean extinction coefficient Ke,R is given by

1

Ke,R
=�

0

�
1

Ke,�

�eb,�

�eb
d� �1�

here eb,� is the spectral blackbody emissive power, eb is the
lackbody emissive power, and Ke,� is the spectral extinction co-
fficient. The spectral blackbody emissive power is determined
sing Planck’s law, and the blackbody emissive power is calcu-
ated from the Stefan–Boltzmann equation �40�.

The solid polymer matrix in the foam is composed of cell walls
nd plateau borders. As demonstrated in Fig. 1�a�, the plateau
orders, i.e., the junction parts among multiple cells, present a
riangular shape. Therefore, the real 3D plateau borders could be
ither tetrahedral or prismatic, depending on the number of sur-
ounding cells. To determine the spectral extinction coefficient
sing the Mie theory, this paper approximated each tetrahedral
order to be a sphere. Moreover, each prismatic border was first
ivided into three parts, and then the separated parts were inte-
rated with the neighboring cell walls. The contribution of the
rismatic borders on thermal radiation would be included in the
ell walls. That is, the polymer matrix was simplified to consist of
ell walls and spherical borders, which are schematically dia-
rammed in Fig. 1�b�. Hence, the spectral extinction coefficient of
he foam can be obtained by combining the effects of the two
eometrical structures weighted using the border fraction.
amely,

Ke,� = fbKborders,� + �1 − fb�Kwalls,� �2�

here kborder, � symbolizes the weighted border extinction coeffi-
ient, kwalls, � represents the weighted wall extinction coefficient,
nd fb signifies the border volumetric fraction. Assuming each cell
o be a pentagonal dodecahedron, the cell geometry including the
olume of a single cell, the volume of plateau borders, the cell
all thickness, and the volume of the cell-wall could be charac-

erized �41�.
For foam made of randomly oriented plateau borders only, the

ig. 1 Plateau borders and cell walls. „a… SEM picture and „b…
pentagonal, dodecahedral cell.
order weighted extinction coefficient is defined as �41�

52603-2 / Vol. 131, MAY 2009
Kborders,� =
4� f

��b�0
��

0

�/2

�Qe,���b,m� − Qs,���b,m�sin2 �

− g��b,m�Qe,���b,m�cos2 ��cos �d� �3�

where m is the effective refraction index; Qe,� is the efficiency
factor for extinction; Qs,� is the efficiency factor for scattering; g
is the anisotropy factor of a plateau border; and �, �b, �0, and � f
correspond to the angle, diameter, bulk density, and foam density,
respectively. The extinction and scattering efficiencies are given
by the following equations �42,43�:

Qe,� =
�2

2�2�b
2�

n=1

�

�2n + 1�Re�an + bn� �4�

Qs,� =
�2

2�2�b
2�

n=1

�

�2n + 1���an�2 + �bn�2� �5�

where an and bn are the scattering coefficients. In addition, the
anisotropic factor in Eq. �3� is determined by using an approxi-
mation derived by Bashkatovia et al. �44�.

In general, the thickness of the cell-wall is much smaller than
the other two dimensions. For foam consisting of only randomly
oriented cell-walls, the wall-weighted extinction coefficient is for-
mulated as follows �41�:

Kwalls,� =
� f

2h�0
�

0

�/2

�R��,m�cos�2�� + 1 − T��,m��sin�2��d�

�6�

where R represents the reflection, T is the transmission of a thin
slab, and h represents the thickness of the cell-wall. The reflection
and transmission of a cell-wall are given by �45,46�

R = RF +
RFTF

2 exp�− 2�h�
1 − RF exp�− 2�h�

�7�

T =
TF

2 exp�− �h�
1 − RF exp�− 2�h�

�8�

where RF and TF represent the intensity of reflection and trans-
mission coefficients, respectively, and � stands for the absorption
coefficient of the foam board.

Considering that the polystyrene foam is used at intermediate
temperatures �200–500 K�, most thermal energy radiates in an
approximate spectral range of 2–40 	m. During this spectrum,
the complex refractive index of polystyrene is reported in Ref.
�17�. Therefore, both the border and wall-weighted extinction co-
efficients can be obtained.

2.2 Thermal Conductivity of the Gas-Polymer Matrix. The
thermal conduction of the gaseous and polymer components of the
foam represents the amount of heat flowing across one unit area in
one unit time, as induced by a temperature gradient. Assuming
that the foam is composed of stacked and juxtaposed cubic unit
cells, the total thermal resistance of the foam will be a sum of the
thermal resistances of each cell in series. To determine the thermal
resistance of each cell, a cubic-series-parallel approach was ap-
plied �11�. As illustrated in Fig. 2, the thermal resistance of each
element is composed of three parts in series: the front wall, com-
pound, and rear wall. The compound material consists of the four
side walls and the gas inside the cell in parallel. And the four side
walls which include the struts are divided for equal cross-sectional
areas. In analogy with electric circuits, the thermal resistance of

the ith cell can be described with the following equation:
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Ri = R1 +
1

1

R3
+

1

R4
+

1

R5
+

1

R6
+

1

R7

+ R2 �9�

here R1–2=
 / �2�p�l+
�2� are the resistances of the front and
ear walls, R3–6=4l / ��p�2l+
�
� are the resistances of the four
ide walls, and R7= l / ��gl2+ ��p−�g��Rborder

2 � is the resistance of
he central cube, including the borders along the cell corners. In
urn, �p, �g l, 
, and Rborder represent the thermal conductivity of
he polymer phase, thermal conductivity of the gas phase, cell
ize, cell-wall thickness, and border radius, respectively.

The gaseous phase inside each cell consists of two components:
he blowing agent and air. The gaseous thermal conductivity is
alculated based on the Wassiljewa equation �47�; that is,

�g =
y1�1

y1 · A11 + y2 · A12
+

y2�2

y1 · A21 + y2 · A22
�10�

here the subscripts 1 and 2 correspond to the air and blowing
gent, respectively, y denotes the mole fraction of each compo-
ent, and Aij represents the gas interaction parameter. In this
tudy, the total gas pressure inside each cell is presumed to be
tmospheric pressure. The mole fraction of each component in the
ell was obtained once the effusion of the blowing agent was
imulated. The gas interaction parameters are found using the Ma-
on and Saxena equation �48�.

2.3 Cell-to-cell Diffusion of Blowing Agent. Figure 3 depicts
schematic of a row of cells in a half-slab of polymeric foam.

ince the blowing agent in the foam diffuses from a higher con-
entration site to a lower one, the blowing agent from the cells
losest to the foam skin will be the first to emit into the ambient
urroundings. As the concentration of blowing agent in the outer
ells decreases, the blowing agent in the upstream neighboring
ells will effuse into these cells, and so on. Based on this concept,
cell-to-cell diffusion model was established to estimate the loss

f blowing agent.
In this model, the time-dependent distribution of gas concentra-

ion within the polymer matrix is calculated by solving Fick’s
econd law:

ig. 2 Thermal resistance of a unit cell using a cubic-series-
arallel approach
Fig. 3 Cell-to-cell diffusion model

ournal of Heat Transfer
�C

�t
= D · �2C �11�

where C represents the concentration of blowing agent in the
polymer matrix, and D denotes the diffusion coefficient of the
blowing agent in the polymer matrix. The amount of blowing
agent diffusing into/out of each cell is solved using Fick’s first
law:

ṁ = − D · �C �12�

where ṁ symbolizes the flux of the blowing agent across the
cell-wall of the unit area. After the amount of the blowing agent
inside each cell was obtained, the partial pressure of the blowing
agent at the ith cell Pg,i was determined using the ideal gas law.
As illustrated in Fig. 4, the concentration of the blowing agent at
the polymer-gas interface is linearly related to the partial pressure
of blowing agent in the cell �49�. Initially, the concentration of the
blowing agent in each cell is assigned using atmospheric pressure.
Furthermore, a zero-gradient of gas concentration and a zero-gas
concentration are applied at the foam center and skin, respectively.

3 Numerical Simulation Procedure
The algorithm used by the numerical simulations is as follows.

1. Physical properties of the polymer-gas system as well as the
initial and boundary concentrations were assigned.

2. The radiative conductivity was calculated using the Mie
theory.

3. The finite difference method with an explicit scheme was
applied to solve the governing diffusion equation.

4. The mole fraction of the blowing agent in each cell was
obtained, and the thermal conductivity of the gas mixture in
each cell was achieved.

5. The thermal resistance of each cell was acquired.
6. The thermal conductivity of the foam board was determined.

4 Results and Analysis
First, the theoretical model was experimentally verified using

STYROFOAM™ ROORMATE™ brand XPS foam samples
blown with HFC-134a �5�. The average cell-wall thickness was
determined based on the scanning electron microscope �SEM� pic-
tures as well as the information in Ref. �5�. The results shown in
Fig. 5 indicate that the simulated thermal conductivity of the foam
agreed with the long-term experimental results.

Nevertheless, in the early stages, the experimental curve rises
much faster than the numerical curve, for the following reasons.
First, the numerical simulations assume isothermal conditions,
and the diffusivity of blowing agent in the polymer matrix is
calculated at room temperature. However, in the experiments, the
initial temperature might be higher than room temperature, result-
ing in a higher gas diffusion coefficient. Prior to the loss of blow-
ing agent, an initial higher gas concentration within the polymer

Fig. 4 Concentration profile of blowing agent within a cell-wall
will also increase the gas diffusivity. Secondly, the simulations
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ssume that all cells in the foam are closed. However, some cells
n the experimental foam may have been open, leading to gas
ow, rather than gas diffusion through the cell walls. This assump-

ion can cause a low estimate of the loss of blowing agent.
hirdly, the assumption of a cubic cell model with an average wall

hickness will tend to underestimate the loss of blowing agent
ompared to the real cell-wall.

4.1 Radiative Conductivity of Polystyrene Foams

4.1.1 Effect of Foam Temperature on Radiative Conductivity.
n this context, the foam geometry is as follows: bulk density of
050 kg /m3, foam density of 25 kg /m3, average cell diameter of
00 	m, border diameter of 6 	m, and wall thickness of
.27 	m. The average temperature of the foam board ranged from
00 K to 373 K. As expected, the results show that the radiative
onductivity goes up as the mean foam temperature increases.

4.1.2 Effect of Cell Morphology on Radiative Conductivity. To
nderstand the effects of cell morphology on radiative conductiv-
ty, the bulk density and foam density were fixed at 1050 kg /m3

nd 25 kg /m3, respectively, and the mean foam temperature was
aintained at 300 K. The cell size varied from

20 	m to 300 	m, and the border diameter ranged from
	m to 9 	m. Figure 6 plots the radiative conductivities with

espect to the cell size and border size, demonstrating that regard-
ess of the border diameter, the radiative conductivity increases as
he cell size increases. The reason is that transmission of radiative
aves through gaseous parts is increased. As illustrated in Fig. 7,

t is interesting to note that with large cells, the radiative conduc-

Fig. 5 Verification in theoretical modeling
Fig. 6 Effect of cell size on radiative conductivity

52603-4 / Vol. 131, MAY 2009
tivity decreases as the border diameter increases. However, with
small cells, the radiative conductivity increases slightly as the
border size increases. These could be explained as follows: With
large cells, the increase in border diameter does not change the
cell-wall thickness too much due to a large surface area as well as
a thick cell-wall. An increase in border diameter will increase the
reflection and absorption of radiative waves, leading to a decrease
in radiative conductivity. However, with a small cell size and a
fixed foam density, the cell-wall thickness is small and will be
decreased as the border diameter increases. The decrease in cell-
wall thickness will increase radiative conductivity.

4.1.3 Effect of Cell Density on Radiative Conductivity. Here,
cell density is defined as the cell number in a unit of unfoamed
polymer whereas volume expansion ratio is defined as the ratio
between the foam volume and the polymer occupied volume. In
this case, the volume expansion ratio of the foam is fixed at 42,
and the foam density at 25 kg /m3. Figure 8 illustrates the effects
of changing cell density on radiative conductivity, revealing that
an elevated cell density leads to a weak radiative conductivity.
This may be due to an increased reflection of radiative waves in
polymer phase and a decreased transmission of radiative waves in
gaseous phase with an elevated cell density.

Meanwhile, as illustrated in Fig. 8, with a high cell density,
border volumetric fraction does not significantly affect the radia-
tive conductivity. However, with a low cell density, the radiative
conductivity tends to decrease as the border volumetric fraction

Fig. 7 Effect of border diameter on radiative conductivity
Fig. 8 Effect of cell density on radiative conductivity
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ncreases. The phenomena could be explained as the following. A
igh cell density has a small cell diameter as well as a thin cell-
all. Increasing the border volumetric fraction will increase the
order size and decrease the cell-wall thickness. The synthesized
ffects of increased border size and decreased cell-wall thickness
ill not change the radiative conductivity too much. However,
ith a low cell density, the foam has a thick cell-wall and a large

ell size. An increase in the border volumetric fraction will en-
arge the border size. In this case, variation in the contribution of
ell-wall thickness on radiative conductivity will not change too
uch because of a thick cell-wall. As a consequence, an increased

order size results in a decreased radiative conductivity.

4.1.4 Effect of Foam Density. Figure 9 displays the effect of
hanging foam density on radiative conductivity with cell diam-
ters of 350 	m, 300 	m, and 250 	m. The figure indicates that
hen the foam density varies from 10 kg /m3 to 25 kg /m3, a
inimum radiative conductivity is obtained at an optimal foam

ensity, which tends to shift lower with increasing cell size.
Under the assumption of each cell to be a pentagonal dodeca-

edron, the geometrical relationship can be reduced to the follow-
ng equation �41�:

�foam

�bulk
=

1

VER
= 3.775

h

�c
�13�

here h represents cell-wall thickness and �c stands for cell di-
meter. It reveals that with a fixed cell diameter, the cell-wall
hickness increases as the foam density increases and vice versa.
ased on the results in Ref. �41� and this study, it is known that

he Rosseland extinction coefficient versus the cell-wall thickness
as a maximum value at a mean cell-wall thickness. With a mean
ell diameter, this generates a minimum radiative conductivity.
hus, with a fixed cell diameter, an increase in foam density will

ncrease cell-wall thickness, leading to a maximum Rosseland ex-
inction coefficient and therefore a minimum radiative conductiv-
ty. Nevertheless, when the cell diameter is small, the cell-wall
hickness is so thin that the Rosseland extinction coefficient can-
ot reach its peak, resulting in a decreasing radiative conductivity
hown in Figure 9. As foam density increases, an increase in cell
iameter will increase cell-wall thickness significantly. In other
ords, with a large cell size, an increase in foam density makes

he peak of the Rosseland extinction coefficient occur early, lead-
ng to a shift of minimum radiative conductivity to the left, as

Fig. 9 Effect of foam density on radiative conductivity
emonstrated in Fig. 9.

ournal of Heat Transfer
4.2 Loss of Blowing Agent in Polystyrene Foams

4.2.1 Loss of HFC134a in Polystyrene Foam. Table 1 tabu-
lates the geometric parameters of polystyrene foam blown with
HFC134a. Figure 10 illustrates the decay of HFC134a within the
foam at atmospheric pressure and room temperature. It is ob-
served that, at early stages, the blowing agent is lost quickly from
the cells close to the foam skin and more slowly from inside the
foam. It takes a long time for HFC134a to effuse completely from
a 1 in.-thickness foam board.

Figure 11 illustrates variation in gaseous conductivity in the
foam. It is indicated that the gaseous conductivity in cells close to
the skin will increase significantly. On the contrary, the gaseous
conductivity at the foam center increases gradually. Furthermore,
the profile of average conductivity of the gas phase in the foam
shows that decay of blowing agent takes a remarkable effect on
the gaseous conductivity. To quantify the loss of blowing agent,
the notion of the residual concentration of blowing agent in the

Table 1 Geometric parameters of polystyrene foam

Parameter Value

Half-thickness 1.27 cm
Cell size 369.5 	m
Cell wall thickness 4.2 	m
Border diameter 8.4 	m
Cell layer number 34
Cell density 5.747�105 # /cm3

Volume expansion ratio 30

Fig. 10 Concentration profiles of HFC134a in 1 in. PS foam
Fig. 11 Variation in gaseous conductivity
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oam board is applied. Figure 12 plots the residual HFC134a in
he foam against aging time, revealing that the loss of blowing
gent does not vary linearly with foam age. Initially, the decay of
lowing agent trapped in voids is rapid but slows down over time.

4.2.2 Effect of Blowing Agent Type on Loss of Blowing Agent.
ere, three typical blowing agents HCFC142b, HFC134a, and
FC152a are selected �50–52�. The physical properties of these
lowing agents are listed in Table 2. The foam morphology of
hese cases is identical to the case described in Table 1. Figure 12
iagrams the decay profiles of the three different blowing agents,
howing that HCFC142b and HFC134a decay slowly in compari-
on to HFC152a.

4.2.3 Effect of Cell Morphology on Loss of Blowing Agents.
o inspect the effects of cell morphology on the loss of blowing
gents, polystyrene foams with a variety of cell densities and vol-
me expansion ratios were designed. The properties are listed in
able 3. All use HFC134a as the blowing agent.
Figure 13 depicts the effects of changing the volume expansion

atio on the decay of HFC134a. It is seen that a low volume
xpansion ratio makes the gas loss more gradual. In addition, the
esults show that cell density does not influence the decay of
FC134a under a certain volume expansion ratio and a fixed total

ell-wall thickness.

ig. 12 The decay of HFC134a, HCFC142b, and HFC152a in PS
oam

Table 2 Physical properties of blow

Blowing
agent

Molecular
weight
�g/mol�

Thermal
conductivity
�m W/m/K�

Dif
�c

HCFC142b 100.5 9.8 5.95
HFC134a 102.0 14.3 8.50
HFC152a 66.0 13.8 2.55

Table 3 Foam structure with respect t

Blowing
agent

Half-foam
thickness

�cm�
Cell
layer

Cell
size

�	m�

HFC134a 1.27 34 369.5
HFC134a 1.27 55 226.4
HFC134a 1.27 88 142.6
HFC134a 1.27 32 393.0
HFC134a 1.27 31 407.9
52603-6 / Vol. 131, MAY 2009
4.2.4 Effect of Foam Thickness on Loss of Blowing Agents. To
predict the effects of foam thickness on the loss of blowing agent,
three foams with different thicknesses were chosen, i.e., half-
thicknesses were 0.5 in., 1 in., and 1.5 in., respectively. Other
geometric parameters maintain the same values demonstrated in
Table 1. As expected, the results show that the thick foam attenu-
ates the decay of blowing agent remarkably well.

4.3 Effect of Loss of Blowing Agents on Thermal Insula-
tion Property. To estimate the thermal insulation properties of the
polymeric foams, the same cases have been used as those em-
ployed for the studies of decay of blowing agents. Figure 14
charts the effects of the blowing agent type on thermal insulation
properties, indicating that different blowing agents lead to dissimi-
lar long-term thermal insulation performance. That is, even with
identical geometries, foam boards blown with different blowing
agents generate totally different thermal insulation characteristics.
As well, it is noted that both HFC134a and HCFC142b generate
foam with good long-term thermal insulation properties, whereas
HFC152a makes foam with poor long-term insulation property.

Figure 15 demonstrates thermal conductivity as a function of
cell density, indicating that a low cell density leads to a high
thermal conductivity due to the large radiative conductivity. Fig-
ure 16 shows the change in thermal insulation capacity with re-
spect to volume expansion ratio and reveals that a high volume

g agents and polystyrene in foams

vity
s�

Permeability
�cm3 cm

/cm3 cmHgs�

Critical
pressure
�MPa�

Critical
temperature

�K�

0−10 1.26�10−13 4.04 137.1
0−10 1.80�10−13 4.06 101.1
0−8 5.40�10−12 4.51 113.3

ell density and volume expansion ratio

ll wall
ckness
	m�

Border
diameter

�	m�

Cell
density
�#/cc�

Volume
expansion

ratio
�VER�

4.20 8.40 5.7�105 30
2.57 5.15 2.5�106 30
1.62 3.24 1.0�107 30
3.72 7.44 5.7�105 35
3.46 6.92 5.7�105 40

Fig. 13 Effect of volume expansion ratio on the decay of
HFC134a
in

fusi
m2 /

�1
�1
�1
o c

Ce
thi

�
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xpansion ratio results in a high thermal conductivity. Further-
ore, a thick foam board leads to low thermal conductivity, thus

ffectively improving the stability of thermal insulation.

Concluding Remarks
This paper describes a mathematical model for estimating the

hange in thermal insulation properties of polystyrene foams with
he loss of blowing agents. The model allows for thermal conduc-

ig. 14 Effect of blowing agent type on thermal insulation
apacity

Fig. 15 Effect of cell density on thermal insulation capacity

ig. 16 Effect of volume expansion ratio on thermal conduc-

ivity capacity

ournal of Heat Transfer
tivity of polymer, thermal conductivity of blowing agent-air mix-
ture and thermal radiation. It solves the transient diffusion equa-
tion to calculate the composition of the gas mixture in the foam.
The Mie theory is used to estimate the absorption and scattering
extinction of the each cell-wall and border. The total extinction
coefficient of the foam is obtained by combining the two contri-
butions through the use of the fraction border in the cell morphol-
ogy under the assumption that each cell is dodecahedral.

The model is used to investigate the effect of cellular morphol-
ogy and other important variables such as the foam density and
foam thickness on the conductivity of the polystyrene foam and its
change with time due to the effusion of the blowing agent from
the foam. The study shows that a minimum in radiative conduc-
tivity can be generated by optimizing the foam geometry, and the
diffusing out of blowing agents significantly influences long-term
thermal insulation performance. The foams with low-diffusivity
blowing agents, low volume expansion ratios, high cell density,
and large thickness attenuate the loss of blowing agent, thus better
maintaining the foam’s thermal insulation capacity.
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Nomenclature
Aij � gas interaction parameter
an � scattering coefficient
bn � scattering coefficient
C � gas concentration �mol /m3�
D � diffusivity �m2 /s�
eb � black body emissive power �W /m2�

eb,� � spectral black body emissive power �W /m2�
fb � border volume fraction
g � anisotropy factor
h � thickness of cell-wall �m�

Kborders,� � weighted border extinction coefficient
Ke,R � Rosseland mean extinction coefficient �1/m�
Ke,� � spectral extinction coefficient

Kwalls,� � weighted wall extinction coefficient
l � length of a cubic cell �m�

m � effective refraction index
M � molecular weight, �g/mol�
ṁ � flux of the blowing agent �mol /m2 /s�
n � real part of the complex refractive index

Qe,� � efficiency factor for extinction
Qs,� � efficiency factor for scattering
R1,2 � thermal resistance of the front and rear wall

�°C/W�
R3–6 � thermal resistance of each side wall �°C/W�

R7 � thermal resistance of the central cube including
borders �°C/W�

R � reflection of cell-wall
RF � the intensity of reflection coefficient
Ri � thermal resistance of the ith cell �°C/W�
T � transmission of cell-wall

TF � intensity of transmittance coefficient
t � time �s�

VER � volume expansion ratio
y � mole fraction of each component

Greek
� � absorption coefficient of the foam

 � thickness of cell-wall �m�

�b � border diameter �m�
�c � cell diameter �m�
� � angle �rad�
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0

� � wavelength �m�
�g � thermal conductivity of gas phase �W/m/K�
�p � thermal conductivity of polymer phase

�W/m/K�
� � density �kg /m3�

� f � foam density �kg /m3�
�0 � bulk density �kg /m3�

ubscripts
1 � air
2 � blowing agent
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Analytical Characterization and
Production of an Isothermal
Surface for Biological and
Electronic Applications
Characterization and regulation of isothermal surfaces are key issues in a number of
thermal management devices. The surface temperature uniformity can be controlled uti-
lizing a variable area channel heat exchanger filled with a porous medium. A compre-
hensive analytical investigation of forced convection through a generic variable area
channel is carried out to design a compact heat exchanger in producing an isothermal
surface subject to a constant heat flux, which may be required in the biological, electron-
ics, optical, laser, manufacturing, and solidification applications. Exact solutions for the
fluid and solid phases and the wall surface temperature distributions as well as the
Nusselt number correlations are established while incorporating local thermal nonequi-
librium and transverse conduction contributions. The channel temperature field is ad-
justed utilizing either an adiabatic or a constant temperature on the inclined surface. The
effects of the pertinent physical parameters, such as channel inlet/outlet thickness, incli-
nation angle, Biot number, ratio of fluid and matrix thermal conductivities, working fluid
properties, and imposed heat flux, on the fluid and solid temperature fields and the
isothermal surface are thoroughly investigated. The results indicate that utilizing proper
pertinent parameters, an isothermal surface is achieved. The validity of the utilization of
the local thermal equilibrium model is also investigated and error maps are presented.
�DOI: 10.1115/1.2995690�
Keywords: isothermal surface production, porous media, analytical, PCR
Introduction
Porous inserts are quite effective in heat transfer augmentation

nd thermal control. A porous medium provides an extensive sur-
ace area for a given volume between a solid and fluid, which
nhances the interstitial heat transfer. As such, porous inserts are
n attractive choice for a variety of applications such as solar
eceiver devices, electronics equipments, building thermal insula-
ion, energy storage units, flat-shaped heat pipes �1,2�, catalytic
eactors, jet impingement and microchannel cooling technology
3–5�, bioheat transfer modeling �6�, and recently in biomicroflu-
dic thermal cyclers �7�. A key issue in a number of heat manage-

ent devices is the production and regulation of isothermal sur-
aces by maintaining a relatively constant temperature equal or
elow a maximum operating temperature for electronic equipment
ubject to a high heat flux �8,9� such as processors, memory and
raphics chips, telecom switches, and high powered military
quipments and laser devices, as well as imposing a uniform tem-
erature throughout a biomicrofluidic chip for thermal cycling ap-
lications such as polymerase chain reaction �PCR� for nucleic
cid �e.g., DNA and RNA� amplification �7,10�. Production of an
sothermal surface is also an important issue in thermal therapies
e.g., hyperthermia treatment for cancer tumors �11��, laser light
mitting diodes with similar wavelength light, solidification pro-
essing �12�, single crystal growth �13�, turbine blade manufactur-
ng utilizing directional solidification processes �14–17�, telescope

eniscus mirrors �18�, and optical systems �19�. The temperature
niformity can be controlled using a proper utilization of a vari-
ble area channel filled with a porous medium. The variation of

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received March 12, 2008; final manuscript re-
eived July 9, 2008; published online March 19, 2009. Review conducted by Yogesh

aluria.

ournal of Heat Transfer Copyright © 20
the channel area can be controlled by the inlet/outlet channel
thickness or the angle of the longitudinal direction with respect to
the channel upper wall, the so called inclination angle. The veloc-
ity and temperature of the working fluid passing through the chan-
nel along with its properties �e.g., density, specific heat, and ther-
mal conductivity� are some of the other effective parameters that
affect the heat transport augmentation in these types of devices.

Two approaches can be pursued in investigating heat transport
through a porous medium utilizing a volume averaging technique:
averaging over a representative elementary volume containing
both the fluid and the solid phases, and averaging separately over
each of the phases, resulting in energy equations for each indi-
vidual phase �20–24�. These two models are referred to as the one
equation model �utilizing local thermal equilibrium assumption�
and the two equation model �incorporating the local thermal non-
equilibrium condition�, respectively �25–29�. The assumption of
local thermal equilibrium has been widely used in analyzing trans-
port processes through porous media �28–32�. However, this as-
sumption is not valid for applications where a substantial tempera-
ture difference exists between the solid and the fluid phases such
as high porosity fibrous materials �25–29,33–35�. Mahjoob and
Vafai �33� presented a synthesis of fluid and thermal transport
models for metal foams and considered the validity of local ther-
mal equilibrium assumption for foam metal modeling. They also
indicated the substantial advantages of utilizing metal foams to
improve the performance of heat exchangers considering both
heat transfer and pressure drop issues.

Heat transport characteristics in porous media are quite compli-
cated �36–40�. Utilizing the Darcy model and accounting for local
thermal nonequilibrium, Lee and Vafai �28� established an exact
solution for normalized fluid and solid temperature profiles and
the Nusselt number for forced convective flow through a channel
filled with a porous medium subject to a constant heat flux.

Marafie and Vafai �29� developed an analytical solution utilizing

MAY 2009, Vol. 131 / 052604-109 by ASME
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arcy–Forchheimer–Brinkman model and local thermal nonequi-
ibrium energy transport model and established the temperature
rofiles and heat transfer correlations. Amiri and Vafai �25,26�
mployed the generalized model for the momentum equation and
ocal thermal nonequilibrium model for the energy equation, in-
luding axial and transverse thermal dispersions to investigate
orced convection, and validated their numerical findings utilizing
n experimental investigation. They presented detailed error maps
or assessing the importance of various simplifying assumptions.
lazmi and Vafai �27� investigated the proper form of boundary

onditions for a constant wall heat flux imposed on a porous me-
ium under local thermal nonequilibrium conditions. Effects of
ariable porosity and thermal dispersion were also analyzed.

In this work, analytical characterizations and production of an
sothermal surface for biological �such as in DNA amplification
tilizing PCR�, electronic, optical, laser, manufacturing, and so-
idification applications are considered while incorporating the lo-
al thermal nonequilibrium conditions. Exact solutions for fluid
nd solid temperature distributions are presented as well as ana-
ytical surface temperature distribution and heat transfer correla-
ions for a generic variable cross sectional area channel filled with

porous medium. Pertinent design parameters affecting the iso-
hermal surface production such as channel inlet/outlet thickness,
nclination angle, Biot number, ratio of the fluid and solid thermal
onductivities and specific surface area are analytically character-
zed, and investigated.

Modeling and Formulation

2.1 Problem Description. Analysis and design of a highly
fficient and compact device for isothermal surface production,
hen subject to a constant heat flux, are presented in this work.
he variable cross sectional area channel heat exchanger is filled
ith a porous medium, which is attached to a target surface, as

hown in Fig. 1. The top part of the channel can be either a
onstant temperature or an adiabatic surface to minimize losses
nd control the heat transfer through the channel. The height of
he channel inlet is H and the top surface angle relative to the
ongitudinal direction, the so called inclination angle, is �. Flow is
ssumed to be hydraulically and thermally fully developed. Natu-
al convection and radiation are assumed to be negligible and all
hermodynamic properties of the solid and fluid are considered to
e temperature independent. The porous medium is assumed to be
omogenous and isotropic.

2.2 Governing Equations. The governing energy equations
or the solid and fluid phases incorporating local thermal nonequi-
ibrium conditions are as follows �25,27�.

In fluid phase,

kf ,eff�y
2�Tf� f + hsfasf��Ts�s − �Tf� f� = �cP�u�

��Tf� f

�x
�1�

In solid phase,

ig. 1 Schematic of a channel filled with a porous medium
ubject to a constant heat flux; Case I: adiabatic boundary con-
ition at the upper wall, Case II: constant surface temperature

oundary condition at the upper wall

52604-2 / Vol. 131, MAY 2009
ks,eff�y
2�Ts�s − hsfasf��Ts�s − �Tf� f� = 0 �2�

where kf ,eff and ks,eff are the effective fluid and solid thermal con-
ductivities, � is the density, cp is the specific heat of the fluid, �u�
is the locally volume averaged fluid velocity, �Tf� f and �Ts�s are
the intrinsic phase average fluid and solid temperatures, and hsf
and asf are the interfacial heat transfer coefficient and specific
surface area, respectively.

2.3 Boundary Conditions. Based on the work of Amiri et al.
�26�, Lee and Vafai �28�, and Marafie and Vafai �29�, the imposed
constant heat flux boundary condition under local thermal non-
equilibrium conditions can be represented as

qw = − kf ,eff� ��Tf� f

�y
�

y=0
− ks,eff� ��Ts�s

�y
�

y=0
�3�

In most cases, a solid substrate of finite thickness is attached to
the porous medium and the heat flux is applied to the outer wall of
the substrate. The heat will then be transferred to the porous me-
dium through the substrate. The temperature at the interface of the
porous medium and the solid substrate is likely to be uniform
regardless of whether it contacts the solid or fluid. As such, the
temperature of the solid and the fluid at the wall interface will be
the same �26–28�:

��Tf� f�y=0� 	 �Ts�s�y=0 	 Tw �4�

For the upper wall of the channel, two general thermal bound-
ary conditions are investigated: adiabatic and constant tempera-
ture �Tw,up� conditions. These are represented as follows.

Case I: Adiabatic boundary condition

� ��Tf� f

�y
�

y=H−x tan �

= � ��Ts�s

�y
�

y=H−x tan �

= 0 �5�

Case II: Constant wall temperature boundary condition

��Tf� f�y=H−x tan �� 	 �Ts�s�y=H−x tan � 	 Tw,up �6�

2.4 Normalization. The governing equations are normalized
utilizing the following nondimensional variables:

Y =
y

H − x tan �
, � =

�H − x tan ��2

H2 , � =
kf ,eff

ks,eff
,

�7�

ū =
�u�

ueH/�H − x tan ��
, Bi =

hsfasfH
2

ks,eff

where the parameter � is the upper wall shape factor and the
parameter � represents the ratio of fluid to solid thermal conduc-
tivities. The parameter Bi is an equivalent Biot number represent-
ing the ratio of the conduction resistance within the solid matrix to
the thermal resistance associated with the internal convective heat
exchange between the matrix and the fluid phase. The temperature
is normalized utilizing the above nondimensionalization and con-
sidering the two general upper boundary conditions given by the
adiabatic and constant wall temperature boundary conditions, re-
spectively, as follows.

Case I: Adiabatic boundary condition

� =
ks,eff��T� − Tw�

Hqw

�

�8�

Case II: Constant wall temperature boundary condition

� =
ks,eff��T� − Tw�

Hqw

� + ks,eff�1 + ���Tw,up − Tw�

�9�

Utilizing Eqs. �7�–�9�, the governing equations �1� and �2� can be
casted as

�
�4� f

4 − �1 + ��Bi · �� �2� f
2 � = − Bi · � �10�
�Y �Y

Transactions of the ASME
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�Y4 − �1 + ��Bi · �� �2�s

�Y2 � = − Bi · � �11�

long with the following boundary conditions for the lower
oundary:

�� f�Y=0 = ��s�Y=0 = 0 �12�

nd the upper boundary as follows.
Case I: Adiabatic boundary condition

� �� f

�Y
�

Y=1
= � ��s

�Y
�

Y=1
= 0 �13�

ase II: Constant wall temperature boundary condition

�� f�Y=1 = ��s�Y=1 = �w,up �14�

here

�w,up =
ks,eff�Tw,up − Tw�

Hqw

� + ks,eff�1 + ���Tw,up − Tw�

�15�

Additional boundary conditions can be obtained by evaluating
he second derivatives of � f and �s at the wall, which results in

� �2� f

�Y2 �
Y=0

= 1/�, � �2�s

�Y2 �
Y=0

= 0 �16�

A set of extra boundary conditions is obtained utilizing the
overning equations and evaluating them at Y =1 along with Eq.
13� or �14� for the upper boundary for adiabatic and constant wall
emperature cases, respectively. This results in the fourth set of
equired boundary conditions given by the following.

Case I: Adiabatic boundary condition

� �3� f

�Y3 �
Y=1

= � �3�s

�Y3 �
Y=1

= 0 �17�

ase II: Constant wall temperature boundary condition

� �2� f

�Y2 �
Y=1

= 1/�, � �2�s

�Y2 �
Y=1

= 0 �18�

2.5 Fluid, Solid, and Wall Temperature Fields. The fluid
nd solid phase temperature distributions can be obtained by solv-
ng the governing equations and boundary conditions given by
qs. �10�–�12� and �16�, and additional boundary conditions given
y Eqs. �13� and �17� for an adiabatic and Eqs. �14� and �18� for
constant temperature upper wall boundary, respectively. Differ-

ntial equations �10� and �11� are solved and modified using the
ppropriate Neumann and Dirichlet boundary conditions obtained
arlier. After considerable analysis, this results in the following
esults for fluid, solid, fluid bulk-mean, and wall temperature
rofiles.
Case I: Adiabatic boundary condition

ournal of Heat Transfer
� f =
1

1 + �
�Y�Y

2
− 1� −

1

�1 + ��Bi�
1 −

e�Y + e��2−Y�

1 + e2� ��
�19�

�s =
1

1 + �
�Y�Y

2
− 1� +

�

�1 + ��Bi�
1 −

e�Y + e��2−Y�

1 + e2� ��
�20�

where

� = 
Bi��1 + ��/� �21�
and

�� = �s − � f =
1

�1 + ��Bi�
�1 −

e�Y + e��2−Y�

1 + e2� � �22�

� f ,b =
− 1

1 + �
�1

3
+

1

�1 + ��Bi�
1 −

1

�

e2� − 1

e2� + 1
�� �23�

Tw =
qw

�cpHue
x + Te +

qw�H − x tan ��
ks,eff�1 + �� �1

3
+

1

�1 + ��Bi�

�1 −
1

�

e2� − 1

e2� + 1
�� �24�

Case II: Constant wall temperature boundary condition

� f =
1

1 + �
�Y�Y

2
+ �1 + ���w,up −

1

2
�

−
1

�1 + ��Bi�
1 −

e�Y + e��1−Y�

1 + e� �� �25�

�s =
1

1 + �
�Y�Y

2
+ �1 + ���w,up −

1

2
�

+
�

�1 + ��Bi�
1 −

e�Y + e��1−Y�

1 + e� �� �26�

where

� = 
Bi��1 + ��/�
and

�� = �s − � f =
1

�1 + ��Bi�
�1 −

e�Y + e��1−Y�

1 + e� � �27�

� f ,b =
− 1

1 + �
� 1

12
−

�1 + ���w,up

2
+

1

�1 + ��Bi�
1 −

2

�

e� − 1

e� + 1
��
�28�
Tf ,b = �Te − Tw,up −
qwH

2ks,eff�1 + ���exp� − 12Biks,eff�1 + ��2x

�cpueH
2�7Bi�1 + �� + 12�1 −

2�e� − 1�
��e� + 1���� + Tw,up +

qwH

2ks,eff�1 + ��
for � = 0 �29a�

Tf ,b =
1

2
�Tw + Tw,up� + � 1

12
+

1

Bi��1 + ���1 −
2�e� − 1�
��e� + 1����Tw − Tw,up −

qw�H − x tan����
ks,eff�1 + �� � for � � 0 �29b�

Tw�x� = �Tw,x=0 − Tw,up −
qwH

ks,eff�1 + ���exp� − 12Biks,eff�1 + ��2x

�cpueH
2�7Bi�1 + �� + 12�1 −

2�e� − 1�
� ��� +

qwH

ks,eff�1 + ��
+ Tw,up for � = 0 �30a�
��e + 1�
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here

A�	� =

ks,eff�1 + ��
�cpueH

2�1
1/2 +

2 tan���
HBi�1 + ���1

3/2� ��1 − 3�e2�1 + 4�1e�1 + �1 + 3

�1�e�1 + 1�2 �
7

12
+

1

Bi�1�1 + ���1 −
2�e�1 − 1�
�1�e�1 + 1��

�30c�

B�	� =

��
ks,eff�1 + ��
�cpueH

2�1
1/2 +

2 tan���
HBi�1 + ���1

3/2� ��1 − 3�e2�1 + 4�1e�1 + �1 + 3

�1�e�1 + 1�2 ��Tw,up

+
qw tan���

ks,eff�1 + ��2Bi�1
�− �1 + ��Bi�1

12
+

2�e�1��1 + 1� − 1�
�1�e�1 + 1�

+
2�− 3�e�1 + 1� − �1e�1��e�1 − 1�

�1�e�1 + 1�2 + 1� +
qw

�cpueH
�

7

12
+

1

Bi�1�1 + ���1 −
2�e�1 − 1�
�1�e�1 + 1��

�30d�

�1 =
�H − 	 tan ��2

H2 �30e�

�1 =

Bi�1 + ��/�

H
�H − 	 tan �� �30f�

nd

Tw,x=0 =

qwH + ks,eff�1 + ��Tw,up

ks,effBi�1 + ��2 �1 −
2�e� − 1�
��e� + 1�� +

qwH

12ks,eff�1 + ��
−

5

12
Tw,up + Te

7

12
+

1

Bi�1 + ���1 −
2�e� − 1�
��e� + 1��

�31�

here

� = 
Bi�1 + ��/� �32�

A simplified solution for the wall and fluid bulk-mean temperature distributions at nonzero inclination angle for Case II can be
btained when x tan � is significantly smaller than the inlet of the channel.

Tw�x� = 
 + �Tw,x=0 − 
�exp�− 12Bi�ks,eff�1 + ��2 − 24�cpueH tan���� �� − 3�e2� + 4�e� + � + 3

��e� + 1�2 �
�cpueH

27Bi�3/2�1 + �� + 12�1/2�1 −
2�e� − 1�
��e� + 1���

x� for � � 0 �33�

Tf ,b = � 7

12
+

1

Bi��1 + ���1 −
2�e� − 1�
��e� + 1���

��
 + �Tw,x=0 − 
�exp�− 12Bi�ks,eff�1 + ��2 − 24�cpueH tan���� �� − 3�e2� + 4�e� + � + 3

��e� + 1�2 �
�cpueH

27Bi�3/2�1 + �� + 12�1/2�1 −
2�e� − 1�
��e� + 1���

x��
+

Tw,up

2
− � 1

12
+

1

Bi��1 + ���1 −
2�e� − 1�
��e� + 1����Tw,up +

qw�H − x tan����
ks,eff�1 + �� � for � � 0 �34�
here
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 = Tw,up +

�cpueH
2qw tan����1/2�−

�1 + ��Bi�

12
+

2�e��� + 1� − 1�
��e� + 1�

+
2�− 3�e� + 1� − �e���e� − 1�

��e� + 1�2 + 1� + qwHks,eff�1 + ��2Bi�3/2

ks,eff�1 + ��ks,eff�1 + ��2Bi� + 2H�cpue tan���� �� − 3�e2� + 4�e� + � + 3

��e� + 1�2 ��
�35�
2.6 Heat Transfer Correlations. The wall heat transfer coef-
cient for the local thermal nonequilibrium model is obtained
rom

hw,nonequil =
qw

Tw − Tf ,b
�36�

Case I: Adiabatic boundary condition
The Nusselt number at the channel wall subject to a constant

eat flux can be represented as

Nuw,nonequil =
hw,nonequilDh

kf ,eff
=

− 2

�
�� f ,b

�37�

tilizing Eq. �23� and after some manipulation,
temperature boundary condition �43�
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Nuw,nonequil = 6
1 + �

�
�

1

1 +
3

�1 + ��Bi�
�1 −

1

�

e2� − 1

e2� + 1
� �38�

Case II: Constant wall temperature boundary condition
Using Eq. �9�, the Nusselt number at the channel wall subject to

a constant heat flux can be represented as

Nuw,nonequil =
hw,nonequilDh

kf ,eff
=

− 2

�� f ,b�
� +
ks,eff�1 + ��

qwH
�Tw,up − Tw��

�39�
Utilizing Eq. �28� and after some manipulation, the Nusselt num-
ber can be represented as
Nuw,nonequil =

24
1 + �

�

6 + �− 5 +

12�1 −
2

�

e� − 1

e� + 1
�

�1 + ��Bi
� � � ks,eff�1 + ��

qwH
�Tw,up − Tw,x=0� + 1�exp� − 12Biks,eff�1 + ��2x

�cpueH
2�7Bi�1 + �� + 12�1 −

2�e� − 1�

��e� + 1�
���

for � = 0 �40a�

Nuw,nonequil =

24
1 + �

�
�

1 +
12

Bi��1 + ��
�1 −

2

�

e� − 1

e� + 1
� +

ks,eff�1 + ��

qwH
�
�Tw,up − Tw�− 5 +

12

Bi��1 + ��
�1 −

2

�

e� − 1

e� + 1
�� for � � 0 �40b�
2.7 Local Thermal Equilibrium Model. The energy equa-
ion for the one equation model can be obtained by adding Eqs.
1� and �2� assuming thermal equilibrium between the fluid and
olid phases with the following boundary conditions:

���Y=0 = 0 �41�

nd

� ��

�Y
�

Y=1
= 0 for Case I: Adiabatic boundary condition �42�

���Y=1 = �w,up for Case II: Constant wall
where �w,up is defined in Eq. �15�.
Based on the local thermal equilibrium model, the following

results for the wall, the temperature field, and the Nusselt number
are obtained.

Case I: Adiabatic boundary condition

� =
Y

1 + �
�Y

2
− 1� �44�

Tw = � 1

�cpHue
−

tan���
3�kf ,eff + ks,eff�

�qwx + Te +
qwH

3�kf ,eff + ks,eff�
�45�

Nuw,equil = 6��1 + ��/�
�� �46�
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ase II: Constant wall temperature boundary condition

� =
Y

1 + �
�Y

2
+ �1 + ���w,up −

1

2
� �47�

Tw�x� = �Tw,x=0 − Tw,up −
qwH

ks,eff�1 + ���exp�− 12ks,eff�1 + ��x
7�cpueH

2 � +
qwH

ks,eff�1 + ��
+ Tw,up for � = 0 �48a�

Tw�x� = Tw,up +
qw�H − x tan����

1 −
12ks,eff�1 + ��

7�cpueH tan���

� 1

7ks,eff�1 + ��
−

12

7�cpueH tan����

+ �Tw,x=0 − Tw,up −
qwH

1 −
12ks,eff�1 + ��

7�cpueH tan���

� 1

7ks,eff�1 + ��
−

12

7�cpueH tan������H − x tan���
H

�12ks,eff�1+��/7�cpueH tan���

for � � 0

�48b�

Nuw,equil =

24
1 + �

�

6 − 5� ks,eff�1 + ��
qwH

�Tw,up − Tw,x=0� + 1�exp�− 12ks,eff�1 + ��x
7�cpueH

2 � for � = 0 �49a�

�49b�
here

Tw,x=0 =
qwH

7ks,eff�1 + ��
−

5

7
Tw,up +

12

7
Te �50�

The error in utilization of the local thermal equilibrium is established based on Nusselt number expressions derived for the local
hermal equilibrium and nonequilibrium models:

E =
Nuw,equil − Nuw,nonequil

Nuw,nonequil
�51�

his results in the following expressions.
Case I: Adiabatic boundary condition

E =
3

�1 + ��Bi�
�1 −

1

�

e2� − 1

e2� + 1
� �52�

Case II: Constant wall temperature boundary condition

E =

6 + �− 5 +

12�1 −
2

�

e� − 1

e� + 1
�

�1 + ��Bi
� � � ks,eff�1 + ��

qwH
�Tw,up − Tw,x=0� + 1�exp� − 12Biks,eff�1 + ��2x

�cpueH
2�7Bi�1 + �� + 12�1 −

2�e� − 1�
��e� + 1����

6 − 5� ks,eff�1 + ��
qwH

�Tw,up − Tw,x=0� + 1�exp�− 12ks,eff�1 + ��
7�cpueH

2 x�
− 1 for � = 0

�53a�
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Results and Discussion
The effect of pertinent parameters and their physical effects on

uid and solid phase temperature distributions and heat transfer
re quite important in characterizing the production of an isother-
al surface. The analytical temperature profiles are compared
ith the numerical results at different inclination angles and lon-

ig. 2 Comparison of the present analytical temperature dis-
ributions for fluid and solid phases with analytical solutions
y Lee and Vafai †28‡ and Marafie and Vafai †29‡ at �=0 deg and

i=10. „a… �=100 and „b… �=0.01.

ournal of Heat Transfer
gitudinal locations, and also with the exact solutions by Lee and
Vafai �28� and Marafie and Vafai �29� for a rectangular channel. In
these studies �28,29�, forced convection flow through a channel
filled with a porous medium was investigated in which the upper
and lower channel walls were subjected to a constant heat flux.
Due to the symmetric geometry in these works �28,29�, the chan-
nel centerline can be modeled as an adiabatic wall. As such, the

Fig. 3 Comparison of the present analytical temperature dis-
tributions for fluid and solid phases with analytical solutions
by Lee and Vafai †28‡ and Marafie and Vafai †29‡ at �=0 deg and

Bi=0.5. „a… �=100 and „b… �=0.01.

MAY 2009, Vol. 131 / 052604-7
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esults from Refs. �28,29� can be compared with the present exact
olutions for zero inclination angle when an adiabatic boundary
ondition is employed for the upper wall of the channel. For nu-
erical simulations, an implicit, pressure-based, cell-centered fi-

ite volume method is utilized to solve the coupled nonlinear
overning equations. The governing equations including Darcy–
orchheimer–Brinkman momentum equation and the energy

ig. 4 Comparison of the temperature distribution for the one
quation model obtained from the present analytical work, with
he analytical solution of Lee and Vafai †28‡ and computational
imulation for �=5Ã10−5 and �=0 deg

ig. 5 Comparison of the present analytical temperature dis-
ributions „utilizing the exact solutions of two and one equation

odels… with the numerical simulations at �=2 deg, Bi=100,
−5
nd �=5Ã10 . „a… X=1 and „b… X=4.

52604-8 / Vol. 131, MAY 2009
equation with local thermal equilibrium assumption are dis-
cretized and linearized, utilizing second order upwind method for
the convection terms and central differencing for the diffusion
terms. Resulting algebraic equations are solved sequentially using
Gauss–Seidel point implicit linear equation solver in conjunction
with an algebraic multigrid �AMG� method in order to reduce the
dispersion errors while increasing the computational speed �41�.
As such, first, the momentum equations are solved to obtain the
velocity field. Next, the continuity equation is solved utilizing the
SIMPLE algorithm for the pressure-velocity coupling to obtain and

Fig. 6 Comparison between the wall temperature profile ob-
tained from the present analytical solution and numerical simu-
lation utilizing one equation model, at the inclination angles of
0 deg and 5 deg

Fig. 7 Effect of inclination angle on fluid and solid tempera-

ture fields for Bi=10 at X=2. „a… �=100 and „b… �=0.01.

Transactions of the ASME



m
F
fi
C

t
l
T
b
t

F
t

F
t
p

J

odify the pressure field, mass fluxes, and the velocity field �42�.
inally, the energy equation is solved to obtain the temperature
eld. An iterative procedure utilizing under-relaxation is used.
onvergence is assumed when residuals become less than 10−6.
Fluid and solid phase temperature distributions at zero inclina-

ion angle were found to be in excellent agreement with the ana-
ytical results by Lee and Vafai �28� and Marafie and Vafai �29�.
he temperature profiles are compared with four sets of Biot num-
ers �Bi� and ratios of effective fluid to solid thermal conductivi-
ies ���, as shown in Figs. 2 and 3. The small deviation in the

ig. 8 Effect of inclination angle on fluid and solid tempera-
ure fields for Bi=0.5 at X=2. „a… �=100 and „b… �=0.01.

ig. 9 Effect of the inclination angle „�…, flow rate, and effec-
ive thermal conductivity ratio „�… on the normalized wall tem-

erature distribution for Bi=10

ournal of Heat Transfer
results is due to the utilization of generalized flow model to
present fluid transport through porous medium in the work by
Marafie and Vafai �29�. As expected, at lower values of the Biot
number, a larger temperature difference is seen between the fluid
and solid phases, due to a weak internal heat exchange between
the fluid and solid. Next, the analytical temperature distribution
for the case with an adiabatic upper wall is compared with the
numerical results in Figs. 4 and 5. The comparisons indicate a
very good agreement for the temperature profiles between the nu-
merical and the analytical one equation model at different incli-
nation angles �0 deg, 2 deg� and different longitudinal locations
�X=1,4�. The wall temperature distribution is also investigated to
obtain a better understanding of the optimization and production
of an isothermal surface. The analytical wall temperature distribu-
tions are compared with numerical simulations at different incli-
nation angles in Fig. 6. Once again the analytical and numerical
results are in excellent agreement.

To investigate the heat transfer aspects on production of an
isothermal surface, the variations in the pertinent controlling pa-
rameters, such as inclination angle ���, Bi, and � are investigated
to illustrate their influence on the fluid and solid temperature dis-
tributions �Figs. 7 and 8�. As can be seen in Figs. 7 and 8 an
increase in the inclination angle, over a wide range, results in a
more uniform solid temperature profile. The fluid temperature pro-
file follows the same trend, except for low values of Bi and � �Fig.
8�b��. For low values of �, the heat exchange between the fluid
and solid dominates over the conduction process as can be sur-
mised from Eqs. �10� and �11�. As such, an increase in the incli-

Fig. 10 Effect of the inclination angle „�… and effective thermal
conductivity ratio „�… on the normalized wall temperature dis-
tribution for Bi=0.5 and Re=Re1

Fig. 11 Effect of the upper wall temperature „Case II… on the

isothermal surface production for Bi=10, �=0.01, and �=0

MAY 2009, Vol. 131 / 052604-9
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ation angle at low Bi results in more deviation for the fluid phase
emperature from that of the solid and the wall. However, at
igher values of Bi, the inclination angle can be utilized as a
aluable and effective parameter to control the wall temperature
niformity, as illustrated later in this work. The effect of Bi and �
n the temperature field at downstream locations is also investi-
ated for nonzero inclination angles, which show trends that are
imilar to those shown in Figs. 7 and 8. Downstream locations are
ccompanied with a decrease in the channel thickness resulting in
larger convective term and heat exchange between the fluid and

olid phases.
To illustrate characterization and production of an isothermal

urface, the effects of the controlling parameters, ��� ,x�, Bi, and
, on the wall temperature are shown in Figs. 9 and 10. Figures 9
nd 10 indicate that for high effective thermal conductivity ratios
��, changing the inclination angle does not considerably change
he temperature uniformity, due to the dominating effect of the
onduction over that of the fluid/solid heat exchange. However, at
ow thermal conductivity ratios ���, increasing the inclination
ngle can modify the temperature profile. The effect of flow rate
n the wall temperature distribution is also investigated in Fig. 9.
he parameter Re1 in this figure indicates a reference Reynolds
umber for investigating the flow rate effect. The results show that
ncreasing the flow rate yields a more uniform temperature at the
all. For higher flow rates, the effects of inclination angle are
uite substantial at high values of Bi and low values of �. The
ffect of high flow rate in the cases with high value of � can be
ery low due to the dominating effect of conduction in high �.
A decrease in the effective thermal conductivity ratio can result

Fig. 12 Error maps on the validity of local
channel heat exchanger: „a… �=1, „b… �=0.75,
n larger temperature values due to a decrease in heat exchange

52604-10 / Vol. 131, MAY 2009
between the wall and the working fluid �Figs. 9 and 10�. Also, at
lower values of �, a decrease in Biot number �at the same flow
rate� results in larger wall temperature values due to a decrease in
internal heat transport between the fluid and solid phases. Further-
more, for very low � and Bi, an increase in the inclination angle
can result in a slightly nonuniformity in the wall temperature �Fig.
10�. For the second type of heat exchanger �Case II�, the upper
wall temperature also plays a role in isothermal surface produc-
tion, while the effect of other parameters that have been studied
earlier remains the same. Figure 11 indicates that an upper wall
temperature smaller or larger than the entry temperature �Te� can
result in a more nonuniform temperature distribution, since as
expected the upper wall is being employed to cool or heat the
working fluid along the longitudinal direction.

To investigate the validity of local thermal equilibrium model,
contour error maps are introduced based on the Nusselt number
analytical expressions. As seen in Fig. 12, the error in utilizing the
one equation model decreases for larger values of either the Biot
number �Bi� or the effective thermal conductivity ratio ��� or
both. For larger interfacial fluid-solid heat exchange, the fluid and
solid temperature distributions approach that of the one equation
model indicating a small error when utilizing the one equation
model. As Fig. 12 indicates, a decrease in the upper wall shape
factor ��� reduces the validity of one equation model for a given
Biot number.

4 Conclusions
Key issues in a number of thermal management devices, which

rmal equilibrium model in the variable area
�=0.5, and „d… �=0.25
the
may be required in biological, electronic, optical, laser, manufac-
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uring, and solidification applications, are the production and
egulation of an isothermal surface when it is subject to an im-
osed heat flux. In this work, analytical correlations are estab-
ished to design a compact device capable of producing an iso-
hermal surface. The analytical results were obtained considering
egligible natural convection and radiation, hydraulically and
hermally fully developed flow through the device, and homog-
nous and isotropic porous material. Exact solutions are presented
or the fluid phase, porous substrate and surface temperature fields
ncorporating the local thermal nonequilibrium conditions. Nus-
elt number correlations are also established analytically for a
eneric variable cross sectional heat exchanger. These analytical
esults can be used as design formulas to prescribe the precise
orm of the setup for production of an isothermal surface. The
nvestigation of the effect of the pertinent physical parameters
ndicate that the surface temperature uniformity can be regulated
tilizing the inclination angle, especially for high flow rates and
iot numbers, due to larger heat exchange between the fluid and

olid phases. It is established that an increase in the inclination
ngle results in a more uniform fluid and solid phase temperature
istribution within the channel. At high effective fluid to solid
hermal conductivity ratios, the fluid conduction dominates the
ffects of convection and the inclination angle. Utilization of the
ariable cross sectional area channel is also quite effective in aug-
enting the local Nusselt number and convective heat transfer

oefficient on a surface subject to a constant heat flux. Both an
nsulated and a constant temperature sloped surface are considered
n the analysis. It is found that utilization of local thermal equi-
ibrium model leads to accurate results only at very high Biot
umbers or at high effective fluid to solid thermal conductivities
atio. Furthermore, it is found that a decrease in the value of the
pper wall shape factor ��� reduces the validity of the local ther-
al equilibrium model under the same physical conditions.
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omenclature
asf � interfacial area per unit volume of porous me-

dia �m−1�
Bi � Biot number, hsfasfH

2 /ks,eff
cp � specific heat of the working fluid �J kg−1 K−1�

Dh � hydraulic diameter of the channel, 2H�m�
E � error incurred in using the thermal equilibrium

model �Nuw,equil−Nuw,nonequil� /Nuw,nonequil
hsf � interstitial heat transfer coefficient

�W m−2 K−1�
hw,nonequil � wall heat transfer coefficient for the thermal

nonequilibrium model, qw / �Tw–Tf ,b�
�W m−2 K−1�

H � thickness of the channel entrance �m�
kf ,eff � effective thermal conductivity of the fluid

phase �W m−1 K−1�
ks,eff � effective thermal conductivity of the solid

phase �W m−1 K−1�
Nuw,equil � Nusselt number of the wall subject to constant

heat flux for the thermal equilibrium model
Nuw,nonequil � Nusselt number of the wall subject to constant

heat flux for the thermal nonequilibrium model
qw � heat flux at the wall �W m−2�
Re � Reynolds number

T � temperature �K�
Te � fluid temperature at the channel entrance �K�

Tf ,b � fluid bulk temperature �K�
Tw � temperature of the wall subjected to the con-
stant heat flux �K�

ournal of Heat Transfer
Tw,up � temperature of the upper wall of the channel
�K�

u � velocity �m s−1�
ue � velocity at the channel entrance �m s−1�
ū � nondimensional velocity,�u� /ueH / �H−x tan ��
x � longitudinal coordinate �m�
X � nondimensional longitudinal coordinate, x /H
y � transverse coordinate �m�
Y � nondimensional transverse coordinate, y /H

−x tan �

Greek Symbols
� � inclination angle
� � ratio of the effective fluid conductivity to that

of the solid, kf ,eff /ks,eff
� � nondimensional temperature

� f ,b � nondimensional fluid bulk temperature
�w,up � nondimensional upper wall temperature,

ks,eff�Tw,up−Tw� / �Hqw

�+ks,eff�1+���Tw,up

−Tw��
�� � nondimensional temperature difference be-

tween the solid and fluid phases
� � fluid density �kg m−3�
� � parameter, 
Bi��1+�� /�
� � upper wall shape factor, �H−x tan ��2 /H2

Subscripts/Superscripts
b � bulk

eff � effective property
f � fluid phase
s � solid phase

w � wall subjected to the constant heat flux
w ,up � upper wall of the channel

Symbol
�� � “local volume average” of a quantity
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Discrete Ordinates and Monte
Carlo Methods for Radiative
Transfer Simulation Applied to
Computational Fluid Dynamics
Combustion Modeling
Modeling radiative heat transfer in combustion applications involving complex geom-
etries and detailed spectral properties of radiative gaseous species remains a difficult
challenge, especially when full coupling with detailed chemistry and fluid dynamics is
required. The Monte Carlo method (MCM) usually considered as a reference “exact”
method for the computation of radiative transfer is however very demanding in CPU-
time. An alternative is the discrete ordinates method (DOM), based on a finite volume
approach, that is more suitable for a direct coupling with computational fluid dynamics
but may lack accuracy. The aim of the present paper is to propose and demonstrate the
efficiency of a methodology for radiative transfer calculation, combining the advantages
of both MCM and DOM. In this approach, the fast DOM is used to compute the radiative
solution, and its accuracy is controlled by comparison with the exact MCM solution at a
selected controlling points. A first application of the proposed methodology to an indus-
trial burner prototype shows its validity and potential for the direct coupling of radiation
calculations with unsteady reacting flow computations. �DOI: 10.1115/1.3013832�

Keywords: radiative heat transfer, unsteady combustion, Monte Carlo, discrete
ordinates, three-dimensional geometries
Introduction
Combustion simulation involves the treatment of coupled phe-

omena such as detailed chemistry, fluid mechanics and heat
ransfer for three-dimensional systems in complex geometries.
he accurate treatment of thermal radiation is crucial if the aim is

o predict the concentration of minor species, soot or wall heat
uxes that are highly dependent on temperature levels. However,

he detailed calculation of radiative transfer leads to prohibitive
omputing time. This is even more critical for unsteady combus-
ion simulations, where the full coupling with radiation is re-
uired.

The optically thin assumption is commonly used for the calcu-
ation of radiation in combustion simulations. In this approxima-
ion, the absorption of the gas mixture is neglected and only the
mitted part of the radiative flux is considered, which consider-
bly simplifies the calculation. This assumption may be justified
n small scale non-sooty flames, although it may introduce signifi-
ant errors in the prediction of pollutants �1�. In larger scale
ames such as fire pools or furnaces, radiative absorption must be
epresented with good accuracy to predict radiative heat fluxes. In
maller industrial burners, it is known that the NOx emission and
oot production are very sensitive to radiation �2,3�. Wall heat
uxes are also critical parameters in burner design and should

nclude radiative heat transfer �4�.
In a recent work, Jensen et al. �5� compared the usual numerical
ethods for solving the radiative transfer equation �RTE�. The ray

racing and Monte Carlo methods �MCMs� �6–9� allow to calcu-
ate quasiexact solutions and are considered as reference methods.
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In addition, MCM also provides estimates of the errors associated
to the solution. It is able to treat high levels of complexity �com-
plex geometries, reflective walls, scattering medium, gas spectral
properties, etc.� and there is no conceptual difficulties to realize
the coupling with flow dynamics. However these methods are
complex and result in very high CPU costs. Many interesting
ideas are actually under progress to reduce the computation time.
Among them, the sensitivity approach �using first order of Taylor
expansion� has been already tested in several applications �10,11�
and showed good potential. Despite these improvements, the di-
rect coupling of MCM with flow simulations is still not possible.
On the contrary, the moment method �12�, discrete ordinates
method �DOM� �13,14�, and the discrete transfer method �15� are
fast and easy to couple with fluid dynamics, but they give approxi-
mate solutions. In particular the DOM is highly sensitive to the
angular �ray effect� and spatial discretization. In Ref. �5�, it is
shown however that the DOM using the S4 quadrature �24 discrete
directions� already offers a very good compromise between CPU-
time and accuracy and that the use of a higher order quadrature,
such as the LC11 �96 discrete directions�, provides accuracy levels
comparable to the quasiexact methods �MCM and ray tracing�.

It is possible to take advantage of the availability of the two
classes of methods by combining them in a global methodology,
allowing fast radiation calculations with a systematic estimation
and control of the error. The simultaneous use of the pair DOM
�for the radiation computation�/MCM �for the a posteriori error
control� is then an optimal compromise between CPU cost and
accuracy in view of coupled combustion-radiation simulations.
The benefit of this approach is double: First, it allows to validate
the DOM solution, and second it determines the level of accuracy
of the various approximations in order to optimize the set of pa-
rameters �number of directions, discretization scheme, etc.�. The

objective of the present paper is to describe the proposed approach

MAY 2009, Vol. 131 / 052701-109 by ASME
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nd demonstrate its validity and potential for future coupled
adiation-combustion simulations on different test cases.

Compared with most existing radiation codes, the coupling of
adiation with combustion requires additional developments. First,
he complexity of real industrial geometries requires the use of
nstructured grids. For an efficient coupling, the radiative transfer
odel should be able to work on the same mesh as the combus-

ion simulation and therefore handle unstructured meshes. Second,
he description of the gaseous radiative properties has to be in
ccordance with the combustion simulations accuracy. In this con-
ext, two radiative transfer codes, DOMASIUM �based on DOM� and

CRAD �based on MCM�, have been developed and applied to an
nsteady combustion application following the above methodol-
gy.

In Sec. 2, the DOM and the MCM are briefly described. In Sec.
, the DOM code, specifically developed for unstructured meshes,
s validated against MCM on a nonisothermal and nonhomoge-
eous test case in a cylindrical geometry. Section 3.2 is devoted to
he computation of thermal radiation in a real combustion cham-
er involving a complex geometry with an unstructured grid, us-
ng the combination of both DOM and MCM as explained above.

Mathematical Formulation
The two radiation codes DOMASIUM and MCRAD used in the

resent study were initially developed by Joseph �1� and Perez
16�. DOMASIUM is detailed in Ref. �14�. MCRAD has been utilized
or benchmark publications and is described in Refs. �7� and �8�.
he two codes have also been used in a pool fire problem where

hey have been compared with a ray tracing method, a discrete
ransfer method and a moment method �5�, showing a good agree-

ent with the reference solutions.
In all calculations presented in this paper, the same gas radia-

ion property model �the statistical narrowband correlated-K
odel �17,18�� has been used. It is also described below.

2.1 Discrete Ordinates Method (DOM). DOMASIUM �5,14�
as been designed to simulate the radiative heat transfer in
oupled simulations with flow dynamics, involving unstructured
rids. In the following and for the sake of clarity, the intensities
nd radiative properties are expressed for a single wave number
monochromatic case�, but the formulation can be easily extended
o a full spectrum.

The discrete ordinates method has been introduced first by
handrashekhar �19� and have been widely used in radiative

ransfer applications. Considering an absorbing-emitting and non-
cattering gray medium, the variation in the radiative intensity I�s�
long a line of sight can be written as

dI�s�
ds

= �Ib − �I�s� �1�

here I�s� is the radiative intensity along the directional coordi-
ate s, Ib is the blackbody radiative intensity, and � is the absorp-
ion coefficient. Boundary conditions for diffuse surfaces are
aken from the relation giving the intensity leaving the wall Iw as

function of the blackbody intensity of the wall Ib,w and of the
ncident radiative intensity.

Iw�s� = �wIb,w +
�w

�
�

n·s��0

Iw�s���n · s��d�� �2�

here �w is the wall emissivity, �w is the wall reflectivity, n is the
nit vector normal to the wall, and s� is the direction of propaga-
ion of the incident radiation confined within a solid angle d��.

2.1.1 Angular Discretization. In the DOM, the calculation of a
adiative source term at a given point is based on the discretiza-
ion of the radiative transfer equation �Eq. �1�� according to a
hosen number Ndir of discrete directions si��i ,�i ,	i�, associated

ith the corresponding weights wi, contained in the solid angle

52701-2 / Vol. 131, MAY 2009
4�, and where ��i ,�i ,	i� are directional cosines. Different angu-
lar discretizations may be used. In a recent study, Koch and
Becker �20� compared the efficiency of several types of angular
quadratures. They recommend the LC11 quadrature for its better
accuracy. However calculations performed with the S4 quadrature
satisfy a good compromise between accuracy and rapidity as
shown in Ref. �5�, and may also be used.

2.1.2 Spatial Discretization for Hybrid Grids. The RTE �Eq.
�1�� is solved for every discrete direction si using a finite volume
approach. The integration of the RTE over the volume V of an
element limited by a surface 
, and the application of the diver-
gence theorem yields

�



I�si� · si · nd
 =�
V

��Ib − �I�si��dV �3�

The domain is discretized in three-dimensional control volumes V.
It is assumed that Ib and I�si� are constants over the volume V and
that the intensities Ij at the faces are constant over each face.
Considering that Ij is the averaged intensity over the jth face,
associated with the center of the corresponding face, that Ib,P and
IP are the averaged intensities over the volume V, associated with
the center of the cell, and assuming plane faces and vertices linked
by straight lines, Eq. �3� can be discretized as follows:

�
j=1

Nface

Ij�si� · �si · n j�Aj = �V�Ib,P − IP�si�� �4�

where n j is the outer unit normal vector of the surface j.
The scalar product of the ith discrete direction vector with the

normal vector of the jth face of the considered cell is defined by
Dij as

Dij = si · n j = �inxj + �inyj + 	inzj �5�
The discretization of the boundary condition �Eq. �2�� is

straightforward.

Iw = �wIb,w +
1 − �w

� �
n·si�0

wiI�si��n · si� �6�

For each cell, the incident radiation G is evaluated as follows:

G =�
4�

I�s�d� � �
i=1

Ndir

wiI�si� �7�

and the incident heat flux Hw at the wall surfaces is

Hw =�
n·s�0

I�s��n · s�d� � �
n·si�0

wiIi�n · si� �8�

For a gray medium, the radiative source term Sr is given by

Sr = � · Qr = ��4�Ib − G� �9�

where Qr is the radiative heat flux, and the radiative net heat flux
at the wall is

Qw = ��Ib,w − H �10�

For the evaluation of the radiative intensity I�si� in Eqs. �6�–�10�,
Ströhle et al. �21� proposed a simple spatial differencing scheme
based on the mean flux scheme that proved to be very efficient in
the case of hybrid grids. This scheme relies on the following for-
mulation:

IP = �Iout + �1 − ��Iin �11�

where Iin and Iout are, respectively, the intensities averaged over
the entering and the exit faces of the considered cell. � is a
weighting number between 0 and 1. Substituting Iout from Eq. �11�

into Eq. �4� yields �for more details see Ref. �14��
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IP =

�V�Ib − �
j

Dij�0

DijAjIj

��V + �
j

Dij�0

DijAj

�12�

he case �=1 corresponds to the Step scheme used by Liu et al.
13�. The case �=0.5 is called the diamond mean flux scheme
DMFS�, which is formally more accurate than the step scheme.
fter calculation of IP from Eq. �12�, the radiation intensities at

ell faces such that Dij �0 are set equal to Iout, obtained from Eq.
11�. For a given discrete direction, each face of each cell is
laced either upstream or downstream of the considered cell cen-
er �a face parallel to the considered discrete direction plays no
ole�. The control volumes are treated following a sweeping order
uch as the radiation intensities at upstream cell faces are known.
his order depends on the discrete direction under consideration.
n algorithm for the optimization of the sweeping order has been

mplemented �14�. Note that this sweeping order is stored for each
iscrete direction and only depends on the chosen grid and the
ngular quadrature, i.e., it is independent of the physical param-
ters or the flow and may be calculated only once, prior to the full
omputation.

2.1.3 Spectral Gas Properties. The absorption coefficient � of
he combustion products is highly dependent on the wave number
, as shown by line spectra of radiative gases �H2O, CO2, and
O�. To take this spectral dependency into account, the absorption
oefficient of each species is here represented by the SNB-ck
odel �18,22,23�. For the gas mixture composed of different spe-

ies, the same model is used, building data according to the mix-
ng model exposed by Liu et al. �23�. The radiative solutions are
btained by computing Nbands�Nquad independent calculations
here Nbands=367 is the number of narrowbands of spectral width
�=25 cm−1, describing the spectral properties in the range
50–9300 cm−1, and Nquad=5 is the number of the Gauss–
egendre quadrature points used for the spectral integration over
ach narrowband. For nongray media, introducing spectral depen-
encies in Eq. �9� gives for the following source term:

Sr,DOM = �
i=1

Nband

�
j=1

Nquad

�iwij�ij�4�Ib,ij − Gij� �13�

here Gij is obtained from Eq. �7�.
The computational efficiency of such a model is strongly linked

o the number of bands Nbands that has to be optimized depending
n the studied case.

2.2 Monte Carlo Method–Net Exchange Formulation
MCM–NEF). The code MCRAD �5,7� is based on MCM and uses
omputer graphics algorithms. It provides the radiative source
erms and the wall heat fluxes as well as their associated statistical
rror estimates. One of the main features of the MCM used here is
he net exchange formulation �NEF�. This NEF presents some
imilarities with the zonal method proposed by Hottel and Sarofim
24�. This formulation that satisfies the reciprocity principle was
rst introduced by Green �25� in 1967. It has been applied to
ne-dimensional radiative heat transfer problems �6,26�, to multi-
imensional problems �7,8�, and very recently, to fires for bench-
ark solutions �5�. The NEF is the integral formulation of the

adiative heat transfer, using shape factors between two volumes
Eq. �14��, a surface and a volume �Eq. �15��, or two surfaces �Eq.
16��, respectively.

�ij,
VV =�

V
�

V

�i� j�,ij

sij
2 dVidVj �14�
j i

ournal of Heat Transfer
�ij,
VS =�

Sj

�
Vi

�i · �n j · s� · �,ij

sij
2 dVidSj �15�

�ij,
SS =�

Sj

�
Si

�ni · s� · �n j · s� · �,ij

sij
2 dSidSj �16�

with ��sij� the spectral transmissivity along a straight line be-
tween two points Pi and Pj expressed as

��sij� = exp	−�
si

sj

��s�ds
 �17�

and �Ib, the black intensity difference between these points,

�Ib, = Ib,�Pi� − Ib,�Pj� �18�
These definitions allow the respective net exchange calculation:

��Vi,Vj�
=�

0

�

�ij,
VV �Ib,d �19�

��Vi,Sj�
=�

0

�

�ij,
VS �Ib,d �20�

��Si,Sj�
=�

0

�

�ij,
SS �Ib,d �21�

where � represents the net radiative exchange between two vol-
umes, a volume and a surface, or two surfaces. For the sake of
clarity, this formulation is presented in the case of black walls.
However, the generalization of these terms to nonblack walls can
be found in Ref. �8�. The radiative source term for a volume Vi or
the net heat flux at a surface Si are computed by summing their
radiative exchanges with all the other volumes and surfaces.

�
Vi

Sr�rPi
�dVi = �

j=1

Ns

��Vi,Sj�
+ �

j=1

Nv

��Vi,Vj�
�22�

and

qw,net,i =

�
j=1

Ns

��Si,Sj�
+ �

j=1

Nv

��Si,Vj�

Si
�23�

where Ns is the number of surfaces, and Nv is the number of
volumes. The multiple integrals encountered in Eqs. �19�–�21� are
calculated with a Monte Carlo method �16�. Each radiative ex-
change can be represented as an integral I of a function g on the
domain D. Defining an arbitrary probability density function p
and a random variable X distributed according to p, g�X� is also a
random variable and I is the expectation of g�X�. I will be esti-
mated with N samples of g�X�.

I = E�g�X�� �
1

N�
i=1

N

g�xi� = �g�X�N

where xi is a realization of X. This statistical approach provides
the radiative source term and the wall heat flux with an error
estimate. The standard deviation of the estimate is

���g�X�N� =
1

�N
��g�X�� �24�

where ��g�X�� is the standard deviation of g�X� and is approxi-
mated as

��I� �
1

�
���g�X�2N − �g�X�N

2 � �25�

N
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ote that MCRAD uses a suitable pdf p that significantly reduces
he CPU-time �6�.

2.2.1 Spectral Gas Properties and k-Distribution
ormulation. The spectral integrations in Eqs. �19�–�21� are car-

ied out over narrowbands, and the k-distribution method is em-
loyed within each band. According to this method, any radiative
uantity A depending on � is averaged over a band of width �
s

A =
1

�
�

�

A���d =�
0

�

f���A���d� �26�

here f��� is the distribution function of the absorption coeffi-
ient within a spectral narrowband �27�. In the case of gas mix-
ure, the absorption coefficient at a given wave number is com-
uted as the sum of the absorption coefficients of all gas species.
or a mixture of H2O, CO2, and CO, one obtains

A =
1

�
�

�

A��,H2O + �,CO2
+ �,CO�d �27�

The correlated-k assumption is considered for nonhomogeneous
edia treatment in each narrowband, so that Eqs. �19�–�21� be-

ome

��Vi,Vj�
= �

n=1

nb

�n�
0

1

dg�
Vi

dVi�
Vj

dVj

1

lij
2 ��g�

� exp	−�
li

lj

��g�dl
��g��Ib,

��Vi,Sj�
= �

n=1

nb

�n�
0

1

dg�
Vi

dVi�
Sj

dSj

u · n j

lij
2 ��g�

� exp	−�
li

lj

��g�dl
�Ib,

��Si,Sj�
= �

n=1

nb

�n�
0

1

dg�
Si

dSi�
Sj

dSj

�u · ni��u · n j�
lij
2

� exp	−�
li

lj

��g�dl
�Ib, �28�

here lij is the length between points i and j, ni and nj are normal
ectors to surfaces at points i and j, and u is the directional vector
etween i and j.

2.3 Accurate Solutions by MCM. In the proposed approach,
he radiative solution is calculated with the DOM using either the
4 or LC11 quadrature, allowing a fast and robust computation.
owever the obtained solution is not exact and the error associ-

ted to each point is unknown. To evaluate the accuracy of the
OM solution, the MCM is also run at selected representative
oints to calculate the reference solution at these points, which
lay the role of probes and are chosen according to the reacting
ow field topology. Finally, the analysis of the DOM results in the

ight of the MCM exact solutions at the probes gives a good
valuation of the full radiation field.

Results

3.1 Validation Test Case. The test case presented here has
lready been described in detail in Ref. �7� where the MCM used
n MCRAD, a ray tracing method and a DOM for structured grids
ere compared. Here the same test case is used to compare the

OM solution on unstructured grids, performed on DOMASIUM,

52701-4 / Vol. 131, MAY 2009
with the reference MCM solution.
The configuration is a cylindrical black walled enclosure of

length L containing a mixture of water vapor, carbon dioxide, and
nitrogen at atmospheric pressure. The geometrical characteristics
are L=1.2 m and the radius is R=0.3 m. The wall temperature is
800 K, except at z=L where it is 300 K. The temperature and
concentration fields are described by the following analytical
functions.

T�z,r� = 800 + 1200�1 − r/R��z/L� �29�

XH2O�z,r� = 0.05 · �1 − 2�z/L − 0.5�2� · �2 − r/R� �30�

XCO2
�z,r� = 0.04 · �1 − 3�z/L − 0.5�2� · �2.5 − r/R� �31�

The DOM calculation is performed using the LC11 quadrature
and about 100,000 cells for the grid �Fig. 1�.

The radiative source term along the central axis and the radia-
tive heat flux at the wall are shown, respectively, in Figs. 2 and 3,
where the results from both methods DOM and MCM are plotted.
The associated relative errors obtained with MCM are presented
in Figs. 4 and 5. Due to the fact that the unstructured grid used for
the DOM calculation does not coincide with the location of the
points calculated with the MCM, an interpolation procedure is
needed to allow the comparison. From the MCM error estimates,
the averaged relative error is found to be about 1.13% for the
radiative source term and 1.98% for the radiative heat flux. Figure
3 demonstrates the high accuracy of the DOM for the wall heat

X
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Fig. 1 Cylindrical grid „100,000 cells…
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Fig. 2 Radiative source term along the central axis of the
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ux. The source term �Fig. 2� calculated with DOM is also very
ccurate at the cold side of the cylinder, but a small increasing
iscrepancy with the MCM reference solution appears in the hot
alf. This discrepancy however does not exceed 10%. A first ex-
lanation may be due to the insufficient spatial discretization
alled “false scattering,” as explained in the parametric study of
oseph �1�. He shows that false scattering increases in DOM for
ncreasing optical thickness. In the present case, the temperature
nd concentration fields �Eqs. �29� and �30�� lead to higher optical
hicknesses on the hot side of the cylinder and false scattering is
herefore likely to appear. Another reason for the difference be-
ween DOM and MCM may be attributed to the calculation of the
pecies molar concentration and temperature fields themselves,
hich are discretized in the DOM but exactly computed from Eqs.

29� and �30� in the MCM.

3.2 Application to a Real Combustion Chamber. This ap-
roach using the DOM method with the calibration by MCM is
ow performed on a complex 3D configuration of a realistic com-
ustion chamber �Fig. 6�.

Flow solutions are provided by a combustion code based on the
arge eddy simulation �LES� approach �28,29�: Here precomputed
emperatures and concentration profiles are used to calculate the
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Fig. 3 Incident radiative heat flux at the wall of the cylinder
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adiative source term, which means that calculation is performed
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in a noncoupled way. In this test case, a swirled turbulent pre-
mixed flame is stabilized on a methane/air injection at a stoichio-
metric ratio of 0.75, an air flow rate of 12 g/s, and a temperature
of 300 K for a thermal power of 27 kW. The chamber has a square
cross section of 86�86 mm2 and its length is 110 mm. It ends
into an exhaust duct with a 6:1 contraction. It is assumed that
walls are adiabatic and may be considered as perfect radiative
black bodies.

The flame/turbulence interaction is modeled by the thickened
flame/efficiency function model �30,31� and the chemical scheme
for combustion takes into account two reactions with six species
�CH4, O2, CO2, CO, H2O, and N2� �32�. The molar concentrations
of CO2, CO, H2O, O2, and N2 are used to determine the radiative
spectral properties of the mixture. Figure 7 shows a 2D view in
the cutting median plane defined on Fig. 6 of the temperature and
radiative species molar fractions fields obtained from the LES and
used for the radiation calculation. The corresponding heat release
�̇ is shown on Fig. 8.

The flame has the classical conical shape found in this type of
burners. It is attached to the injector and deviated from the central
axis by the swirling flow that creates a central recirculation zone.
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Fig. 5 Relative error associated to the MCM incident radiative
heat flux at the wall of the cylinder

Fig. 6 Grid of the combustion chamber
The maximum heat release is of the order of 7�10 J m s ,
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Figure 9 represents the corresponding instantaneous radiative

ource term obtained from DOM with the S4 quadrature. The
aximum value is of the order of 106 J m−3 s−1, i.e., two orders of
agnitude smaller than the maximum heat release.
However it is interesting to note that the location of the maxima

f these two energy source terms is completely different: the heat

−0.05 −0.04 −0.03 −0.02 −0.01
−1

−0.5

0

0.5

1

1.5

2

2.5

3
x 10

6

V
ol

um
ic

po
w

er
(W

.m
−

3 )

Fig. 10 Radiative incident heat flux G, radiative emitted he
at x=0.02 m in the median plane of the combustion chamb

−0.04 −0.03 −0.02 −0.01
−10

−8

−6

−4

−2

0

2

4
x 10

5

S
r
(W

.m
−

3 )

Fig. 11 Radiative source term along the y-axis located at

calculation with DOM-S4 quadrature, DOM-LC11 quadrature, and

ournal of Heat Transfer
release is maximum at the flame front location, i.e., at the frontier
between cold and hot gases, whereas the absolute value of the
radiative source term is highest in the cold gas region, where there
is strong absorption. This is due to the presence of absorbing
chemical species �combustion products that have diffused in the
unburnt gas� in these regions at a low temperature. This may give
locally a significant contribution to the total gas energy, and fi-
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ally lead to a potential high impact on the flame structure and the
ow. Figure 10 represents the emitted part E and the incident part
of the radiative heat fluxes that sum to the radiative source term

r. It appears that the radiative exchanges E and G are of the same
rder of magnitude and that both are higher than the source term.

Therefore in this case, a simple model based on emission only
as the optically thin model� would clearly lead to a wrong source
erm, which is expected to have a strong impact on minor species
rediction.

The same calculation was also performed with the LC11 quadra-
ure and a comparison is shown on Fig. 11, where the radiative
ource term �Fig. 9� is plotted along a line at x=0.02 m for the
wo DOMs �S4 and LC11� and the MCM calculations. The corre-
ponding temperature and radiative species molar fractions pro-
les are represented along the same axis in Figs. 12 and 13. The
veraged relative error on the MCM solution is found to be
.17%.

The flame impact is well represented by the three methods. The
olution modeled with the LC11 �96 discrete directions� is in ex-
ellent agreement with the reference solution, with a maximum
rror of 3%, confirming the already known high accuracy of this
ethod. As expected the S4 quadrature calculation is less accurate,

n particular, in the vicinity of the flame fronts. Note that the
adiative source term is either underestimated �outside the conical
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flame� or overestimated �inside the conic flame�, although the
temperature and species concentrations, and as a consequence, the
emission E are nearly constant in these zones �Figs. 12, 13, and
10�.

The underestimation and the overestimation of the radiative
source term Sr obtained with the S4 quadrature are located in
zones where the temperature and radiative species concentrations
are maximum. This is an indication for the source error, probably
due to a lack of angular resolution, and illustrates clearly the
benefit of using the DOM with MCM error control. Without the
reference solution, it would be impossible to identify and estimate
such an error. Still the maximum error does not exceed 20% in
very localized zones, and one may conclude that for most com-
bustion applications, the accuracy of the DOM with the S4 �24
discrete directions� quadrature is sufficient.

In the perspective of coupling radiation calculations with un-
steady combustion simulations, the advantages of the DOM with
MCM error control approach appear also clearly in the light of
CPU cost. While for the present case, the DOM takes 4 ms /cell
for each discrete direction, the MCM calculation time is of the
order of a few seconds per point on the same computer.

4 Conclusions
The full coupling of radiation with unsteady combustion is a

key point in the development of predictive simulation tools for
industrial burners. It requires fast and accurate radiative models,
in accordance with the needs of the combustion models. In this
context, a DOM with MCM error control is proposed, which cu-
mulates the advantages of both classes of methods. The validity
and potential of this methodology is demonstrated on both aca-
demic and complex industrial test cases. It is shown how the
effective accuracy of an approximate DOM solution is estimated
with the MCM, leading to an optimal choice of parameters of the
DOM and the best compromise between accuracy and efficiency.

The next step toward radiation-combustion coupled simulations
is the improvement of computational resources management and
an automatic control procedure using MCM probe solutions. Sim-
pler and faster spectral radiative property models will also reduce
the radiation computing time without a significant loss of accu-
racy, down to a time of the same order of magnitude than the
combustion simulations. These developments are currently in
progress and first attempts of coupled simulations have already
been successful �33–36�.
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perturbation method is used to solve an unsteady one-
imensional heat conduction problem in a cylinder. A simple sec-
nd order explicit solution is obtained. It is shown that this solu-
ion is accurate even for high values of the Biot number in a
egion surrounding the center of the cylinder.
DOI: 10.1115/1.3082428�

eywords: heat conduction, perturbation method, step response,
ylinder, lumped capacitance model

Introduction
Heat conduction in cylindrical and spherical geometries may

ppear in many practical situations of engineering interest �1�.
nalytical solution to transient heat conduction problem in a cyl-

nder with convective boundary condition has been developed for
any years in the form of infinite series whose calculation neces-

itates the solution of a characteristic equation involving Bessel
unctions for each value of the considered Biot number �2�. Fur-
hermore, this analytical solution requires sometimes the calcula-
ion of several hundreds terms in the series in order to reach the
xpected accuracy �3�. In many practical situations �control, sys-
em identification, inverse problems, etc.�, simpler models are
ery useful. When the Biot number is small �typically lower than
.1� the classical lumped model gives a good approximation of the
urface temperature �4�. It has been shown that the lumped model
an be improved by using a perturbation method �5�. A second
rder model has then been developed for the plate configuration
6�. In this paper, we present first and second order models for the
nfinite cylinder. The accuracy and the limitations of these models
re examined. It is shown that accurate enough solutions are ob-
ained when using the second order model in a region surrounding
he center of the cylinder.
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2 Mathematical Formulation
We consider the heat conduction problem in an infinitely long

cylinder of radius R initially at a uniform temperature Ti. The
cylinder exchanges heat by convection with a medium, which is at
a variable temperature f�t�. The convection coefficient h is con-
stant on the whole external surface of the solid, and the thermo-
physical properties are assumed constant. With these assumptions,
the heat equation and boundary conditions can be written in di-
mensionless form as

��

��
=

1

x

�

�x
�x

��

�x
� �1�

��x,0� = 0 at � = 0

��

�x
= 0 at x = 0

−
��

�x
= Bi�� − F� at x = 1 �2�

where we have introduced the following dimensionless variables:

� =
T − Ti

T� − Ti
, � = Fo =

�t

R2 , x =
r

R

F =
f − Ti

T� − Ti
, Bi =

hR

�
�3�

T� is a reference temperature, which will be later the fluid con-
stant temperature.

When the fluid temperature is constant �f�t�=T� and F= �f
−Ti� / �T�−Ti�=1�, the analytical solution of the problem defined
by Eqs. �1� and �2� can be calculated by employing the separation
of variables technique �2,3�. This solution is obtained as

��x,�� = �
i=1

�
2J1�ni�

ni�J0
2�ni� + J1

2�ni��
J0

2�ni . x�exp�− ni
2�� �4�

where the characteristic values ni are the roots of the transcenden-
tal equation

niJ1�ni� − Bi J0�ni� = 0 �5�

and where J0 and J1 are the Bessel functions of the first kind of
order zero and order one, respectively.

3 Perturbation Solution
By introducing the perturbation parameter �, the heat conduc-

tion equation is written as follows:

�
��

��
=

1

x

�

�x
�x

��

�x
� �6�

The solution can then be written in the form of an infinite series

��x,�� = �
n=0

�

�n�n�x�Fn��� �7�

where �n�x� and Fn��� are the nth order of spatial and time func-
tions, respectively.

By introducing the temperature expression �7� in Eq. �6� and
applying the initial and boundary conditions �2�, one obtains

1

x

d

dx
�x

d�0

dx
� = 0

�n−1 =
1

x

d

dx
�x

d�n

dx
�, n � 0

�8�
and
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d�n

dx
= 0 at x = 0

−
d�0

dx
= Bi��0 − 1� at x = 1 for n = 0

−
��n

�x
= Bi �n at x = 1 for n � 0

�9�

y truncating the series �7�, temperature can be expressed at order
and order 2 as follows:

��x,�� = F��� + �1�x�
dF

d�
�10�

��x,�� = F��� + �1�x�
dF

d�
+ �2�x�

d2F

d�2 �11�

here

�0 = 1 �12�

�1 =
1

4
�x2 −

Bi + 2

2 Bi
� �13�

�2 =
1

4
� x4

16
−

Bi + 2

4 Bi
x2� +

3 Bi2 + 12 Bi + 16

64 Bi2
�14�

3.1 First Order Model. The general solution �10� cannot be
sed directly to determine step response. So, by using the concept
f transfer function H1, and taking the Laplace transform of the
quation, we get

�̄�x,p� = H1F̄�p� �15�

here H1 is given by

H1 = 1 + p�1�x� �16�

and F̄ are the Laplace transforms of � and F, respectively.
The transfer function �16� is now approximated �by carrying a

olynomial division� as follows:

H1
� =

1

1 − p�1
�17�

e can now use the inverse Laplace transform to obtain the first
rder temperature response

�1�x,�� = 1 − exp�−
�

1

4
�Bi + 2

Bi
− x2�	 �18�

he following special cases can be derived for the center and the
urface of the cylinder and for an infinite Biot number, respec-
ively:

�i� at the cylinder center �x=0�

�1c��� = 1 − exp�− �
4 Bi

Bi + 2
� �19�

�ii� on the cylinder surface �x=1�

�1S��� = 1 − exp�− 2 Bi �� �20�
�iii� for an infinite Biot number

�1�x,�� = 1 − exp� 4

x2 − 1
· �� �21�

3.2 Second Order Model. The second order approximation

eads to the following approximate transfer function:
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H2
� =

1

a�x�
� 1

a�x�
� + �b�x�

a�x�
�p + p2� �22�

where

a�x� =
3

64
x4 −

Bi + 2

16 Bi
x2 +

Bi + 4

64 Bi

b�x� = −
1

4
�x2 −

Bi + 2

Bi
� �23�

We can now perform the inverse Laplace transform to obtain the
second order temperature response

�2�x,�� = � 1

ap1p2
� + � 1

ap1�p1 − p2��exp�p1��

− � 1

ap2�p1 − p2��exp�p2�� �24�

where the two poles p1 and p2 and the discriminant 	 are defined
by

p1�x� =
1

2

− �b

a
� + �	� �25a�

p2�x� =
1

2

− �b

a
� − �	� �25b�

	 = �b

a
�2

−
4

a
=

b2 − 4a

a2 �26�

For an infinite Biot number, the expressions of the two poles
simplify to

p1 =
8

�3x2 − 1�
+ 8� 2x2

�3x2 − 1�2�1 − x2�
�27a�

p2 =
8

�3x2 − 1�
− 8� 2x2

�3x2 − 1�2�1 − x2�
�27b�

Notice that when x=0, these poles degenerate to p1= p2=−8. It is
worth noting here that these low order explicit models can be used
for any value of the Biot number without calculating the eigen-
values.

4 Results and Discussion
The second order model can be used if the two poles are nega-

tive. We therefore discuss in this section the sign of the poles by
considering the function a�x� and the following function f�x�:

f�x� = b2 − 4a =
1

8 Bi2
�− Bi2 x4 + Bi�Bi + 2�x2 + 2�

It can be easily shown that this function is always positive for all
Biot number values, as shown in Fig. 1.

On the other hand, function a�x� is equal to zero for a singular
value of x given by

x = xb =�2�Bi + 2� − �Bi2 + 4 Bi + 16

3 Bi

For an infinite Biot number this singular position is xb=1 /�3.
It can be shown that, while the second pole p2 is always nega-

tive �Fig. 2�, the first pole is positive beyond xb�x�xb� for all Biot
numbers, as shown in Fig. 3. One may thus conclude that the
second order can be used only in the region of the cylinder com-
prised between x=0 and x=xb.

In order to demonstrate the validity of the second order model,
we get the results obtained for three values of the Biot number,

namely, Bi=0.1, Bi=10, and Bi=� �which is the worst case�.
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igures 4 and 5, which represent the step response for Bi=0.1 at
he center and at x=0.3, calculated by using the first and second
rder models together with the analytical solution and a finite
ifference numerical solution, show that the second order model
ives accurate results and is better than the first order one, as
xpected. Figures 6 and 7, �Bi=10, x=0� and �Bi=� , x=0.3�,
espectively, show that even for high values of the Biot number,

Fig. 1 Function f„x… for Bi=10, Bi=100, and Bi=�

Fig. 2 Second pole for Bi=10 and Bi=�
Fig. 3 First pole for Bi=10 and Bi=�

ournal of Heat Transfer
the second order responses remain very close to the exact solu-
tions and can therefore be used in engineering calculations.

Finally, in order to assess the accuracy of these low order mod-
els, we present in Fig. 8 the absolute relative error �in comparison
with the exact analytical solution� as a function of time. The maxi-
mum error is 2.3% when using the second order perturbation
method against 13.7% when using the first one.

Fig. 4 Step response at x=0 for Bi=0.1

Fig. 5 Step response at x=0.3 for Bi=0.1
Fig. 6 Step response at x=0 for Bi=10

MAY 2009, Vol. 131 / 054501-3
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Conclusion
A perturbation method applied to one-dimensional heat conduc-

ion in an infinite cylinder with convective boundary condition has
een presented. It has been shown that a second order model can

Fig. 8 Relative error of the low order models

Fig. 7 Step response at x=0.3 for Bi=�
54501-4 / Vol. 131, MAY 2009
be used with a sufficient accuracy for engineering calculations in
a region surrounding the center of the cylinder. The limits of this
region have been given.

Nomenclature
Bi 
 Biot number

f�t� 
 fluid temperature
Fo 
 Fourier number

F�t� 
 dimensionless fluid temperature
Fn�t� 
 time functions

h 
 heat convection coefficient �W m−2 K−1�
H 
 transfer function

H� 
 approximate transfer function
ni 
 transcendental equation roots
p 
 Laplace variable
r 
 radial coordinate �m�
R 
 radius �m�
t 
 time �s�

T 
 temperature �°C�
x 
 dimensionless radial coordinate

Greek Symbols
� 
 thermal diffusivity �m2 s−1�
� 
 thermal conductivity �W m−1 K−1�
� 
 perturbation parameter
� 
 dimensionless time
� 
 dimensionless temperature

�n 
 nth order spatial function

Subscripts
i 
 initial

� 
 infinite
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nalytical Solutions of Nusselt
umber for Thermally Developing
adial Flow Through Small
ap Between Two Parallel Disks

chintya Mukhopadhyay
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losed form solutions are developed for heat transfer due to ra-
ial flow through small gap between two parallel isothermal
isks. The thermal entrance length increases with an increase in
eclet number and decrease in the inner radius of the circular
isks. The attainment of fully developed Nusselt number is slower
or slug flow than for fully developed creeping flow. The effect of
isk rotation can be incorporated through an effective pressure
radient. The presence of disk rotation increases the thermal en-
rance length. �DOI: 10.1115/1.3013826�

eywords: thermally developing flow, radial flow, parallel disks,
nalytical

Introduction
Heat transfer through thermally developing flows in conduits is

mportant for understanding the fundamentals of convective heat
ransfer and also for various engineering applications. Excellent
eviews on the subject are available �1,2�. The geometries most
requently investigated are circular ducts and channels formed by
wo parallel plates. Rectangular and triangular ducts and ducts of
rbitrary cross sections have also been investigated. However, ra-
ial flow through the gap between two circular disks has received
uch less attention. Radial flow and heat transfer are relevant for

iverse technological applications like automatic valves of recip-
ocating compressors �3�, chemical vapor deposition �CVD� �4�,
nd thrust bearings �5�. Impingement cooling of electronic devices
6� and a novel design of microscale combustors �7� also involve
adial flow between two heated disks. These applications require
ccurate estimation of local heat transfer from the plates. Al-
hough some numerical simulations of fluid flow and heat transfer
re available �6,8�, exact solutions of heat transfer equations are
ot available. The objective of the present work is to obtain closed
orm expressions for Nusselt number in the thermally developing
egion.

Analysis
The configuration investigated consists of two coaxial disks

laced parallel to each other. The fluid flows radially, entering at
he inner radius, ri, with temperature, Ti. The walls are maintained
t a constant temperature, Tw. The analysis is made with the fol-
owing assumptions.

1. Flow is only in the radial direction.
2. Diffusion is neglected in the radial direction, as the spacing

between the plates is much smaller than the outer radius of
the plates.

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received November 6, 2007; final manuscript
eceived September 14, 2008; published online March 17, 2009. Review conducted

y Minking Chyu.
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The governing energy equation is expressed in the following
form:

u�r,z�
�T

�r
= �

�2T

�z2 �1�

The boundary conditions for the problem are given as

r = ri:T = Ti �2a�

z = � b:T = Tw �2b�

In this configuration, the velocity decreases along the radial direc-
tion. However, the flow rate through the plate is constant. The
flow rate is given by

Q = 2�būr �3�
We use the following scaling to nondimensionalize the prob-

lem:

� =
T − Tw

Ti − Tw
, Z =

z

b
, R =

r

b
�4�

The problem is expressed in dimensionless form as

Pe

R
U

��

�R
=

�2�

�Z2 �5�

with

R = Ri:� = 1 �6a�

Z = � 1:� = 0 �6b�

In Eq. �5�, Peclet number, Pe, is defined as Pe= ūr /�=uiri /�. It is
to be noted that Eq. �3� implies that uiri= ūr. This definition en-
sures a constant value of Peclet number. Two flow configurations
are studied here, namely, slug flow and fully developed creeping
flow for which exact solutions for the velocity profile are possible.
However, for radial flow through short channels, sufficient up-
stream radial length is not available for the flow to become hy-
drodynamically fully developed before thermal boundary condi-
tions are applied. Consequently, for such configuration, thermal
and hydrodynamic developments take place simultaneously. Such
flow is beyond the scope of the present analytical treatment. How-
ever, the two cases considered here, namely, slug flow and fully
developed flow, represent limiting cases of the hydrodynamically
developing velocity profile. Thus the Nusselt numbers obtained in
these two cases represent the bounds within which the actual Nus-
selt number for hydrodynamically and thermally developing flow
is expected to occur.

Case 1: Slug Flow �U=1�. For slug flow, Eq. �5� becomes

Pe

R

��

�R
=

�2�

�Z2

Using separation of variables, the solution to the above equation
using the boundary conditions, Eqs. �6a� and �6b�, is given as

��R,Z� = �
n=1

�
sin �n

�n
exp�−

�n
2�R2 − Ri

2�
2Pe

�cos �nZ �7�

The eigenvalues of the problem are �n= �2n−1�� /2.
The local Nusselt number is defined as

Nu�R� = −
2

�b�R�
� ���R,Z�

�Z
�

Z=1
�8�

The local bulk mean temperature, �b�R�, is defined as

�b�R� =
1

2	
−1

1

��R,Z�dZ �9�
Substituting the expression of ��R ,Z� in Eqs. �8� and �9�, the
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xpression for Nusselt number becomes

Nu�R� =

2�
n=1

�

sin2 �n exp�−
�n

2

2Pe
�R2 − Ri

2��
�
n=1

�
sin2 �n

�n
2 exp�−

�n
2

2Pe
�R2 − Ri

2�� �10�

he Nusselt number in the fully developed region is obtained as
he final converged value of the above series as

Nu� = lim
R→�

2 sin2 �1 exp�−
�1

2

2Pe
�R2 − Ri

2��
sin2 �1

�1
2 exp�−

�1
2

2Pe
�R2 − Ri

2�� =
�2

2
= 4.935

Case 2: Fully Developed Creeping Flow. The velocity profile
or this case is determined following the procedure outlined by
ird et al. �9�. Since v=0 everywhere in the domain, from conti-
uity equation we have � /�r�ru�=0 which implies that ru is a
unction of z only, i.e., ru=��z�. Using the above simplifications,
he momentum equation becomes �9�

−
��2

r3 = −
dp

dr
+

	

r

d2�

dz2 �11�

losed form solution of Eq. �11� is possible only for creeping flow
9�, i.e., neglecting the inertia term on the left hand side �LHS� of
q. �11�. The equation of motion becomes

−
dp

dr
+

	

r

d2�

dz2 = 0 �12�

ntegrating Eq. �12� with the boundary condition �=0 at z= �b,
e obtain

��z� =

pb2

2	 ln
r0

ri


1 −
z2

b2� �13�

he volume rate through the disk is given by

Q =	
−b

b

2�rudz =
4�
pb3

3	 ln
r0

ri

�14�

he average velocity is obtained as ū=Q /4�br. Using Eqs. �13�
nd �14�, for this case the expression for U in Eq. �5� becomes

U = 3
2 �1 − Z2� �15�

quation �5� thus becomes

3

2

�1 − Z2�
RPe

��

�R
=

�2�

�Z2

he solution to the above equation subject to boundary conditions
iven by Eq. �6� is given by

��R,Z� = �
n=1

�

Cn exp�−
�n

2R2

3Pe
�F��nZ� �16�

here F��nZ� is the eigenvector corresponding to the eigenvalue

n, which is obtained from the equation d2G /dZ2+ �1−Z2��2G
0 with G=0 at Z= �1. These eigenvalues are identical to those
f thermally developing forced convection in channels with con-

tant wall temperature �10,11�.
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The constants Cn are given by

Cn� = Cn exp
− �n
2Ri

2

3Pe
� =

	
−1

1

�1 − Z2�F��nZ�dZ

	
−1

1

�1 − Z2��F��nZ��2dZ

�17�

The bulk mean temperature is given as

�b =
1

2	
−1

1
3

2
�1 − Z2��dZ

= −
3

2�
n=1

�

exp�−
�n

2

2Pe
�R2 − Ri

2�� 1

�n
2Cn��dF��nZ�

dZ
�

Z=1
�18�

The Nusselt number is finally obtained as

Nu�R� =
4

3

�
n=1

�

exp�−
�n

2

2Pe
�R2 − Ri

2��Cn��dF��nZ�
dZ

�
Z=1

�
n=1

�
1

�n
2 exp�−

�n
2

2Pe
�R2 − Ri

2��Cn��dF��nZ�
dZ

�
Z=1

�19�
The fully developed Nusselt number is obtained, as before, as the
converged values of the series

Nu� = limR→�

4

3

exp�−
�1

2

2Pe
�R2 − Ri

2��C1��dF��1Z�
dZ

�
Z=1

1

�1
2 exp�−

�1
2

2Pe
�R2 − Ri

2��C1��dF��1Z�
dZ

�
Z=1

=
4

3
�1

2

�20�

The values of �n and Cn���dF��nZ�dZ��Z=1 are obtained from Ref.
�10�. Using these values, the fully developed Nusselt number be-
comes 3.77, which is expectedly in agreement with that for chan-
nel between two parallel plates �11�. The expressions of velocity
profile and Nusselt number are also valid in the presence of disk
rotation, provided an effective Peclet number is defined incorpo-
rating the effect of rotation, as shown in the Appendix.

3 Results and Discussions

Comparison With Earlier Studies. At first the results from the
present work are compared with that of Prata et al. �8� The flow in
Ref. �8� involves impingement of the axially feeding jet on the
disk. This makes direct comparison of their results with the
present solution difficult. Moreover, the finite radius of the disks
introduces end effects, which are not observed in the present
work. Figure 1 shows the local Nusselt number for the case de-
picted in Fig. 7 of Ref. �8�. In spite of the discrepancies mentioned
above, there is excellent qualitative and reasonably good quanti-
tative agreement with both the experimental and numerical results
of Prata et al. �8�.

Slug Flow. Figure 2 shows the local Nusselt number along the
radial coordinate for slug flow for different Peclet numbers. From
the figure, it is observed that as expected, at large radial distances,
the local Nusselt number converges to the value of fully devel-
oped Nusselt number for all the cases. However, the distance re-
quired for the flow to become thermally fully developed increases
with Peclet number.

The effect of curvature on the thermal development for slug
flow is shown in Fig. 3. For ri→�, the present configuration
approaches a channel between two parallel plates. Figure 3 shows
that the thermal development length increases with a decrease in
the value of ri. For a large value of the inner radius, ri=100, the

local Nusselt number distribution coincides with that of a parallel

Transactions of the ASME
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late channel. Figure 3 shows that thermal development of the
ow is much slower for radial disk compared to straight channels.

Fully Developed Flow. Figure 4 shows the effect of Peclet
umber on the variation in local Nusselt number for fully devel-
ped creeping flow. It is to be noted that the high Peclet numbers
or creeping flows imply high Prandtl numbers, as encountered in
ils. The variation is qualitatively similar to that for slug flow.
owever, the development is much faster than that for slug flows.
or this flow configuration also, at large values of ri, the distribu-

ion of local Nusselt number approaches that of the parallel plate
hannel. The effect of inner radius is also qualitatively similar to
hat for slug flow.

A comparison of the results for slug flow and fully developed
ow shows that for slug flow, the thermal entrance length and
usselt numbers in the developing and fully developed regions

re higher than those for the fully developed flow. Since these
elocity profiles are limiting cases of velocity field for a hydrody-
amically developing flow, the actual Nusselt number for a short
hannel in the developing region should lie between the local
usselt numbers in the developing region for these two cases.
owever, the fully developed Nusselt number in the actual case
ould be equal to that for the hydrodynamically fully developed
ow while near the entrance region, the local Nusselt number
hould be closer to the same for slug flow at the corresponding
ocation.

ig. 1 Comparison of local Nusselt number with the results of
ef. 8

ig. 2 Effect of Peclet number on local Nusselt number for

lug flow at ri /b=1

ournal of Heat Transfer
4 Conclusions
An analytical model for thermally developing radial flow and

heat transfer between two parallel plates is developed for slug
flow and fully developed creeping flow. The major conclusions
from the work are as follows.

• Fully developed Nusselt number for radial flow between
two parallel disks is identical to that of parallel plate chan-
nels.

• Thermal development for radial flow passages is slower
than for parallel plate channels. The thermal development
length increases with decreasing values of inner radius.

• Greater thermal development length is necessary at higher
Peclet numbers.

• Although the qualitative trend for the variation in Nusselt
number is similar for the two types of flows, thermal en-
trance length is much shorter for the latter.

• In the presence of disk rotation, thermal entrance length
increases.

Fig. 3 Effect of inner radius on local Nusselt number for slug
flow at Pe=100

Fig. 4 Effect of Peclet number on local Nusselt number for

fully developed creeping flow at ri /b=1
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omenclature
b � half width of radial channel �m�
h � heat transfer coefficient �W /m2K�
k � thermal conductivity of fluid �W/mK�

Nu � nusselt number �=h2b /k� �dimensionless�
Nu� � fully developed Nusselt number

�dimensionless�
p � pressure �Pa�


p � pressure drop across radial channel �Pa�
Pe � Peclet number �dimensionless�
Q � volume flow rate �m3 /s�
r � radial coordinate �m�
ri � inner radius �m�
ro � outer radius �m�
R � dimensionless radial coordinate
Ri � dimensionless inner radius �=ri /b�

�dimensionless�
T � temperature �K�
Ti � fluid temperature at the channel inlet �K�

Tw � wall temperature �K�
u � radial velocity �m/s�
ū � average radial velocity �m/s�
ui � radial velocity at the channel inlet �m/s�
U � dimensionless radial velocity �=u / ū�

�dimensionless�
v � axial velocity �m/s�

reek Symbols
� � thermal diffusivity �m2 /s�
� � ru�m2 /s�
� � eigenvalue �dimensionless�
	 � viscosity �Pa s�
� � dimensionless temperature

�b � dimensionless bulk temperature
� � density �kg /m3�
 � angular speed �rad/s�

ppendix: Effect of Disk Rotation
For the case of rotation of the disk�s� about the axis, the gov-

rning equations are �12� as follows:

1

r

�

�r
�ru� +

�v
�z

= 0 �A1�

1

r

�

�r
�ru2� +

�

�z
�uv� = −

1

�

�p

�r
+ r2 + �� �2u

�z2 +
1

r

�

�r

r

�u

�r
� −

u

r2�
�A2�
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1

r

�

�r
�ruT� +

�

�z
�vT� = �� �2T

�z2 +
1

r

�

�r

r

�T

�r
�� �A3�

Using the assumptions involved in the derivation of Eqs. �1� and
�12�, the continuity and energy equations remain unchanged while
the momentum equation �A2� becomes

−
dp

dr
+

	

r

d2�

dz2 + �2r = 0 �A4�

Integrating with respect to r from ri to ro, we obtain

d2�

dz2 = −

p + 1

2�2�ro
2 − ri

2�

	 ln
ro

ri

�A5�

The two terms in the numerator can be combined to define an
effective pressure drop 
p*=
p+ 1

2�2�ro
2−ri

2�. With this effec-
tive pressure drop, the velocity profile and discharge can be ex-
pressed using the same expressions developed earlier �Eqs. �13�
and �14��. Thus the dimensionless velocity profile and the Nusselt
number can be obtained from Eqs. �15� and �19�, respectively.
However, since the effect of rotation is to increase the effective
pressure gradient, the effective Peclet number would also be in-
creased in the presence of rotation. Since the thermal entrance
length increases with an increase in Peclet number, attainment of
thermally fully developed condition is delayed in the presence of
rotation.
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n expression for the optimum pin fin dimension is derived on
xergy basis for a high temperature exchanger employing pin fins.
he present result differs from that obtained by Poulikakos and
ejan (1982, “Fin Geometry for Minimum Entropy Generation in
orced Convection,” ASME J. Heat Transfer, 104, pp. 616–623)

or a low temperature heat recovery application. Also, a simple
elation is established between the amounts the base temperature
f the optimized pin fin is raised for a range of absorptive coating
alues. Employing this relation, if the absorptivity of the coating,
he plate emissivity, the number of protruding fins, and some area
nd fluid parameters are known, the corresponding value for the
ase temperature of the fin is immediately obtained. The analysis
hows that the thermal performance of the exchanger improves
ubstantially with a high absorptivity coating hence can be seen
s a heat transfer enhancement feature of the exchanger operating
ith radiation dominance. �DOI: 10.1115/1.3013827�

eywords: heat exchanger, coating, pin fin, radiation dominance,
ntropy generation number, exergy

Introduction
The task of a heat exchanger is to deliver heat from a warmer

uid to a colder fluid. The task may be defined, in a convenient
ormat, by the rate of flow of an extensive thermodynamic prop-
rty associated with one or both fluids, e.g., entropy, enthalpy, and
ree energy. A heat exchanger design is concerned with accom-
lishing the task of smooth thermal energy transfer and thus re-
uires the minimization of thermodynamic irreversibility �entropy
roduction� within its functional units. Useful energy loss in heat
xchangers, in deference to thermodynamic optimization, can be
inimized by the exergy-conservation design philosophy �1� to

he system components, notably for a pin fin heat exchanger. Vari-
us studies concerning the thermal optimization of fins have been
ndertaken �2–5�. In high temperature exhaust application of the
xchanger, a hot stream of hydrocarbon exhaust passes through
he hot fluid channel of the exchanger and dissipates its heat
hiefly by radiation �6�, which falls on a surface of limited absorp-
ive envelope. It may be argued that the application of a “paycoat”

ay be more advantageous than extending the exchanger general
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AL OF HEAT TRANSFER. Manuscript received November 10, 2007; final manuscript
eceived September 9, 2008; published online March 17, 2009. Review conducted by
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ournal of Heat Transfer Copyright © 20
dimensions for the sole purpose of absorbing more of the radiant
heat energy emanating from the hot fluid. The limited absorptive
potential of the hot-side heat exchange surface provides an incen-
tive for a material to be employed to entrap the radiant thermal
energy incident on this surface; a coating material of a selective
nature �high absorptivity �c and very low emissivity �c� could
provide a means of reducing the loss of useful energy in the ex-
changer operating with a high temperature exhaust fluid. The pur-
pose of this paper is to obtain an exergy-based expression for the
dimensions of a pin fin, which is used as a basic heat transfer
augmentation feature in some heat exchangers. Although some
fundamental work on pin fin optimization with bias to exergy has
been undertaken by Poulikakos and Bejan, here we are approach-
ing the optimization process with emphasis on the high tempera-
ture application of the exchanger where the ratio ��b /T�� is high
thus requires the derivation of the optimum pin fin length expres-
sion owing to this outcome since the optimum pin fin length ex-
pression, as obtained in the previous work, is relatively inad-
equate. In addition, this work examines the influence of absorptive
coatings on the heat extraction potential of a pin fin heat ex-
changer system, and as a result, establish a relation for the
amounts of the incident radiation that would be absorbed by the
system for a range of coating absorptivity values and hence rely
on this as a route toward reducing useful energy loss in the
system.

2 Problem Formulation
Consider a pin fin of overall length L and diameter D contained

in a cross-flow arrangement attached to a base coated with a ma-
terial of absorptivity �c and emissivity �c on the heat exchange
surface contiguous to the hot stream �Fig. 1�. The dimensions of
the pin fin satisfy the condition L /D�1. The equation for the
computation of the entropy generation rate of a single fin in cross-
flow is given by �1�

Sgen =
qb�b

T�
2�1 +

�b

T�
� +

FDU�

T�

�1�

where Sgen is the entropy generation rate associated with the fin
and the fluid flow arrangement, �b is the difference between the
fin base temperature Tb and the free stream temperature T�, and
FD is the net drag force transmitted through the fin to the base
wall. The unidirectional fin conduction model satisfies the validity
criterion �6�

�hD

k
�1/2

� 1 �2�

The relationship between the fin base heat flux and stream tem-
perature difference is �1,7�

�b =
qb

��/4�kD2m tanh ml
�3�

where

m = � 4h

kD
�1/2

With the specification of Sgen and the fin base temperature differ-
ence relations, the entropy generation number Ns associated with
the fin for design purposes can be determined by �1,8�

Ns =
Sgen

�qb
2U�

k�T�
2 � �4�

The entropy generation number Ns is the ratio of entropy produc-
tion rate in a heat exchanger passage to the stream-to-stream heat
transfer rate to the passage. This dimensionless group is defined as

the entropy production rate or irreversibility rate present in a heat
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xchanger channel �8�; Ns approaching zero implies an almost
deal heat exchanger channel. Combining Eqs. �1�, �3�, and �4�
nd simplifying, Ns becomes

Ns =
1

��

4
D ReDm tanh ml +

qbU�

k�T�
�

+ �1/2�QCD ReL ReD �5�

here Q represents the fluid friction coefficient and CD represents
he drag coefficient; they are defined by

Q =
	kT��3

qb
2 �6�

CD =
FD

�1/2�	U�
2 DL

�7�

he fluid friction coefficient Q is a function of the base heat
ransfer rate qb. The Reynolds number is used as a dimensionless
otation for the two geometries of the fin for the external flow
onsideration: ReD and ReL. The optimum fin length in its dimen-
ionless form denoted as ReLopt is computed by solving
Ns /� ReL=0. ReLopt is obtained as

ReLopt =
ReD�k/
�1/2

2Nu1/2 cosh−1�� �1/2

A tanh�A� ReLopt� + A�
�� �8�

he equation above differs from the result obtained in Ref. �1�,
here the assumption based on “enhanced thermal contact” was
ade, which is unique to counterflow liquefiers and cannot be

mployed in some other applications of the fin. However, the re-
ult obtained here is generic thus could be used to obtain the
ptimum fin length on thermodynamic grounds for different ap-
lications. The optimum pin fin dimension, on thermodynamic
rounds, is one that transfers the maximum quantity of heat to the
old fluid while generating the least entropy �i.e., conservation of
xergy�. The major design consideration for the high temperature
pplication of the fin is that the ratio �b /T� is significant thus the
omplete Sgen equation that gave way to the result in Eq. �8� is
ore adequate and embodies a better engineering approximation
hen compared with a modification to the same approximation
ndertaken by Poulikakos and Bejan �1�. Clearly the ratio ��b /T��
s very significant in high temperature application of the fin; the
eglect of this ratio in the work presents the need to obtain an
xpression for the optimum pin fin length on exergy grounds for
igh to intermediate temperature heat recovery applications. The
eLopt equation is computed from the fin and the cold fluid prop-
rties; the dimensionless groups represented in the equation are

� =
2� Nu�
/k�
QCD ReD

A = ��/2�ReD Nu1/2�
�1/2

b

Tb

U∞
Fig. 1 Pin fin nomenclature
k
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A� = qBU�/k�T�

A� = 2Nu1/2�
/k�1/2/ReD �9�

� and A� are combined property parameters they give in various
proportions of the magnitude the fin heat duty relative to the fin
thermal conductivity. Parametric ratios A and A� give the heat
extraction potential of the cold fluid weighed against the fin ther-
mal conductivity for a given flow prescription. For a slender pin
fin congruent with the unidirectional fin conduction model, the
Nusselt number Nu and the drag coefficient CD can be evaluated
from results developed for a single cylinder in cross-flow �9,10�.

3 Derivation of the Governing Equation for the
Coated Plate

Consider a basic section of a pin fin-plate arrangement incor-
porating N fins in the cold channel �Fig. 2�. It is assumed that the
thermal conductivity of the plate �including the fins� and the ther-
mophysical properties of the fluid moving across the bank of fins
are constant. Also, the plate surface contiguous to the hot fluid
�hydrocarbon exhaust gases� is coated with a material, which has
emissivity �c and absorptivity �c. The hydrocarbon exhaust mix-
ture has a temperature Tg and emissivity �g. The mixture embod-
ies participating media �6�—gases that absorb and scatter incident
radiation while emitting radiation of their own, examples are CO2
and H2O. The emissivity of the constituent gases is characterized
by temperature of the mixture Tg, the partial pressure of the con-
stituent gases �p�, equivalent length �L�, and the total pressure of
the mixture �P�. The overall gas emissivity is given by �6�

�g = �CO2
+ �H2O − �� �10�

where �CO2
is the emissivity of CO2 and �H2O is the emissivity of

H2O. The correction �� modifies the cumulative emissive prop-
erty of the mixture so as to obtain an effective value. The indi-
vidual gas emissivity and the correction information are obtain-
able �6�. The dominant mode of heat transfer from the hot stream
of hydrocarbon gases is radiation �5�. We can account for the net
rate of heat transfer from the gas mixture to the coated plate by
considering the radiation emanating from the hydrocarbon exhaust
gas mixture to the coated surface and also the portion that is
emitted by the coated surface to the gas stream. If we assume that
the material of which the fins and the prime �i.e., unfinned� area

Fig. 2 Schematic of a pin fin attached to a plate with pre-
scribed heat duty
are built is an excellent conductor, a thermal energy balance yields
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�c�gTg
4As − �cTb

4As = �At�Tb
4 − T�

4 � + hAt�1 −
NAf�1 − � f�

At
��b

�11�
he relation above gives the absorbed radiation from the hot fluid
s well as the net heat gain of the cold fluid by convection and
adiation mechanisms. The quantity h is equivalent to the average
oefficient of convection heat transfer for the length of the ex-
hanger for approximately uniform Tb. Defining the various di-
ensionless ratios as follows:

�z =
Tb

T�

, � =
As

At

� =
T�

3

�
, � =

Tg
4

�T�

�12�

nd the value of the parameter � is defined by

� =
h�At − NAf�1 − � f��

At

bove, the dimensionless group � is indicative of the flame gases
i.e., the hot fluid� radiation potential relative to cold fluid convec-
ion potential for prescribed exchanger material properties. If T� is
rescribed, as is often the case, a variation in � becomes an indi-
ation of varying convection heat transfer coefficient h of the cold
uid, which is contingent on the cold fluid velocity. The resulting
ondimensional governing equation for �z �i.e., the dimensionless
n base temperature� is obtained by combining Eqs. �11� and �12�

o get

�z = � �c�g�� + �� + 1

�� + �c�� + 1/�z
3�1/4

�13�

upposing we have a film with absorptivity �c and established the
arameters defined in Eq. �13�, we can compute �z using any
uitable numerical methods and hence predict the coating effect
n the heat exchange process. The dimensionless base temperature
f the fin can also be related to the entropy generation rate of the
n expressed by Eq. �1�, consequently

Sgen =
1

T�
�qb�1 −

1

�z
� + FDU�� �14�

f �z=1 in the above equation, there is no discernible heat transfer
.e., Tb=T�: entropy generation in the arrangement is only an
utcome of frictional pressure losses as a consequence of the
DU� /T� term. Should �z be less than unity then the fluid stream
t T� transfers heat to the plate-fin arrangement at approximately
b, which is an undesired design goal.

Discussion
In Fig. 3, it is seen that the result of Poulikakos and Bejan �1�

ives higher values of ReLopt for lower Nu values than the present
esult �Eq. �8��; we see a maximum deviation in this regard sug-
esting that in applications where Nu is very low the present
esult gives a more economical �i.e., cost-effective� accurate fin-
izing formula from a thermodynamic standpoint than the result in
ef. �1�. The corresponding increase in ReLopt with Nu for differ-
nt values of Q shows a strong thermodynamic interaction. The
onvective heat transfer coefficient is used to build the Nu; hence
igher Nu values suggest higher heat transfer coefficients, though
eat transfer coefficients are relatively small in laminar flows. A
uantitative explanation for the ReLopt-Nu-Q relationship in the
gure is that the fin heat transfer area grows higher for flow ve-

ocities yielding lower heat transfer coefficients and for increased
eat transfer rate qb to the fin base. Essentially, higher values of
eLopt for lower Q values for a given Nu shows that the size

length� of an individual fin is enhanced due to an improved heat

ransfer rate to its base, and this minor increase in the fin geom-

ournal of Heat Transfer
etry provides an additional heat transfer “outlet” for the improved
rate. Note that parameter Q varies as the square of the reciprocal
of the fin base heat transfer rate qb.

Solving the energy balance relation for selected values and plot-
ting the results of Eq. �13�, we obtain Fig. 4. In the figure, �z
increases with �c /� showing the relative importance of a superior
coating application on the heat recovery surface of the exchanger;
this would improve heat absorption especially in high temperature
applications. Parameter � expresses the hot fluid radiation, which
is a function of its absolute temperature, relative to the cold fluid
potential for absorbing this heat: for high values of the parameter
���1�, radiation from the hot fluid is much greater than convec-
tion heat transfer. Figure 5 shows the evolution of the entropy
generation number Ns with �c /� and �. The result shows that Ns
increases with �c /� as a result of the Sgen-�z relationship �in Eq.
�14��; however since Ns values are well below unity this shows an
improved net heat gain and a good heat exchange channel �8�. The
results of a developed model �11� and the thermodynamic optimi-
zation with respect to the sizing of the pin fin, as well as the effect
of the coating, have been shown and are in agreement for a heat
exchanger employing pin fins as heat transfer enhancement fea-
tures.

5 Conclusion
Thermodynamic optimization leads to designs coming closer to

utilizing available work �exergy�, which factually leads to more
profitable designs in the long run. We have applied the minimiza-
tion of the entropy generation concept to the design of the ex-
tended surface. The possibility of reducing useful energy waste on
account of the application of an absorptive coating has been dem-
onstrated. This paper gives the expression for the optimum pin fin
dimension on the exergy basis in a heat recovery application
where the ratio ��b /T�� is high. This expression shows clearly a
difference from the result of Poulikakos and Bejan obtained for a
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ion with the optimum pin fin dimension expression, the theory
resented here supports also the prospect of raising the fin base
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temperature by the application of a superior heat-absorbing coat-
ing on the hot fluid heat exchange surface so as to improve heat
transfer from the fin to the cold stream, and this is appropriate for
systems with high temperature employ of hydrocarbon exhaust
fluid, where radiative heat transfer overwhelms convection heat
transfer. The optimum application of the heat-absorbing film
would improve the heat extraction rate of the surface to which it is
applied.

Nomenclature
Af � surface area of fin �m2�
As � coated hot-side wall area �m2�
At � total cold-side surface e area �m2�
D � pin fin diameter �m�
Q � fluid friction irreversibility coefficient

FD � drag force �N�
h � cold fluid heat transfer coefficient �W /m2 K�
k � thermal conductivity of material �W /m K�
L � fin length �m�
m � fin conduction parameter

Nu � Nusselt number, hD /

Pr � Prandtl number
qb � base surface heat transfer rate �W�
qf � fin surface heat transfer �W�

Rex � Reynolds number, x�U� /v�
Sgen � entropy generation rate �W/K�

Tb � temperature of fin base �K�
U� � cold stream velocity �m/s�
T� � cold steam temperature �K�

 � thermal conductivity of cold fluid �W /m K�
	 � density of cold fluid �kg /m3�
� � fin efficiency
v � kinetic viscosity �m2 /s�
 � Stefan–Boltzmann constant
� � emissivity of plate �cold side�

�c � emissivity of coating
�g � emissivity of gas
�c � absorptivity of coating
�b � base-stream temperature difference �K�
�z � dimensionless fin base temperature
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